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The Use of Gender Information in Pronoun Resolution



Introduction

When we act as the listener during a conversation, we must translate words into meaning.  We do this by building mental representations of entities in discourse which we can use to interpret what is being communicated.  This is one way of describing language comprehension, a cognitive activity that is privileged with a large body of research, yet is still not well understood.  One process involved in language comprehension is pronoun resolution, the determination of the specific entity that is intended when a pronoun is used to refer to it.  The research described in this paper focuses specifically on the use of gender information in the resolution of pronouns.
  

How does the interpretation of pronouns play into the larger picture of language comprehension?  We begin to gain insight into the mechanics of comprehension by observing the ways that ideas are frequently expressed through language.  For instance, when a speaker wants to communicate an idea about a specific person, he will mention that person several times, each time providing additional pieces of information about her.  The interpreter must connect these references to each other in order to perceive that all of the pieces of information pertain to the same individual.  Investigating the mechanisms through which these references are linked begins to explain how mental representations are used to comprehend language.     

Making a reference to a previously mentioned entity involves: a) an anaphor, the word used to do the referring, b) an antecedent, the original word, and c) a referent: the concept that the anaphor and antecedent represent.  In the sentences below, the bold words are the antecedents, and the italicized words are the anaphors.

(1) Sue came over last night.  She brought a cake.

(2) John ate a sandwich, and then John drank a Coke.

(3) I am upset with Harry.  The jerk stood me up last night.

In this paper, I will discuss anaphor interpretation as a determination of the referent, rather than the antecedent, which is simply the word identified with the concept.  Anaphor referencing can be achieved using various types of anaphora, including, but not limited to: a) pronouns, as in sentence (1); b) full noun phrases that are simply a repetition of the original word, as in sentence (2); and c) full noun phrases that are related but that are not the same as the antecedent, as in sentence (3).   

How, when we hear an anaphor, do we know what entity it refers to?  It seems obvious that in sentence (2), the repetition of the name “John” facilitates the process; we know that the anaphor refers to the same entity as the antecedent because they are the same word!  How do we know, however, that the anaphor “John” isn’t referring to a different John that we have stored in our memory?  

A nominal anaphor that is not a repetition of the antecedent, as in sentence (3) does not have the advantage of being the same word, but it does possess semantic similarities with its referent.  Research in some other aspects of cognitive psychology, including speech production and memory, has indicated that mental representations of words that share semantic features are linked to each other via a lexical network.  This allows the stimulation of one representation to spread, activating those connected to it (e.g., Dell 1995).  Therefore it may be suggested that the resolution of nominal anaphora is attributable, at least in part, to spreading activation between the mental representations of the anaphor and the antecedent.  However, we can pose another question:  How do we know that in sentence (3), “the jerk” refers to Harry, and not to a different offensive person?    

Finally, it seems obvious that the anaphor in sentence (1) refers to Sue, but how do we know this?  The handful of pronouns in the English language is capable of referring to everything in our lexicon.  Why do we not choose random entities from our mental storage as referents for pronominal anaphora?  The answer to these questions is that when we determine referents, we choose items made available from the current discourse.  We therefore must possess a cognitive mechanism that allows us to represent or highlight concepts in our minds in such a way that they are salient and accessible for referencing. 

Pronouns, though, present a new problem: since they are capable of referring to so many entities, there are often several items in the current discourse that qualify as potential referents.  This is demonstrated in sentence (4):

(4) Christine showed Tracy her new dress last night.  She…  

The anaphor in this sentence has two potential referents.  However, in natural discourse we are very successful and expedient in choosing the correct referent in such situations.  If a concept must be accessible in order to be chosen as a referent for an anaphor, perhaps certain items in discourse are more accessible than other items, making them better candidates for the referent.  This notion of accessibility levels has, in fact, been recognized by many researchers to be one basis from which we resolve anaphora (Arnold 1998).  

One method used to measure accessibility is with probe studies.  In these studies, words are presented to subjects, often in the midst of their reading a text, and the subjects are required to press a button “yes” or “no” as to whether they have seen the word recently.  The speed with which they respond to the probes determines the accessibility level of a probe word’s concept (e.g., Gernsbacher 1989).  Researchers have identified several factors that make certain items in discourse more accessible than others.  One factor that has been established and supported by a substantial body of data, and which we investigated in this study, is the subject/first-mention bias.  It states that items that are the subject of a sentence, or that are mentioned first, are more accessible than others, as in sentence (5):    


(5) Andrew waved to Kevin from across the street.  He…  

The accessibility level of the concept of Andrew, in this case, is found to be higher than that of the concept of Kevin (e.g., Gernbacher, 1989), and in fact, this sentence does encourage the interpretation of Andrew as the referent of the pronoun.    

The subject/ first mentioned bias is not the only influential factor in the in interpretation of pronouns, however.  For example shorter distance from the pronoun to one item often makes that item more accessible, as in sentence (6):  

(6) Sarah drove all the way downtown.  The traffic was unbearable.  Susan was waiting at a café.  She…

The fact that Susan was mentioned most recently makes the concept of Susan more accessible, and thus a better candidate for the referent.

Other elements involved in pronoun interpretation may make the second mentioned character a more preferable referent.  The semantic qualities of verbs are one such factor, and this factor is especially influential in sentences that express causality.  This is demonstrated in sentence (7):


(7) Bob blamed Scott for the broken window because he…  

The word “because” in this sentence signals the reader that he is about to receive an explanation of what caused the action in the previous clause to take place.  When readers encounter the verb “blame” in a clause that is followed by “because,” they expect the subject of the next clause to be the one who was blamed; in the case of sentence (7), they expect to find out what Scott did to earn Bob’s accusation.  They therefore would more often interpret Scott as the referent of the pronoun “he” (see Arnold 1998 for discussion).  

Cues from within pronouns, such as gender and number, also make certain concepts more preferable than others.  The pronoun “he” implies a male referent.  Likewise, the pronoun “they” suggests a concept of more than one person.  

Although it seems that gender information would be a fundamental tool of resolution, research on the issue has produced mixed results.  For instance, in a reading study, Gernsbacher (1989) found that pronouns were not resolved immediately, even when gender information implied only one possible referent.  Based on these findings, Greene, et. al. (1992) specifically investigated the manner by which pronouns are resolved in gender unambiguous situations; that is, situations in which the characters were of different genders.  They used a methodology in which subjects read sentences from a computer, while the words appeared at a fixed rate.  At specific points in the sentence, the words were erased from the screen and a probe word was displayed.  Response times to the probe were used to evaluate the accessibility levels of items in the sentence.  This methodology assumes that a reference to a previously mentioned item in a text makes that concept more accessible than other previously mentioned items (e.g., Gersbacher 1989, MacDonald and McWhinney 1990, as cited by Arnold, et. al. in press).

The two characters in the Greene, et. al. texts were of different genders.  They were each made highly accessible via more than one reference to each, as in (7):

(7) Mary and John were doing the dishes after dinner.  One of them washed while the other dried.  Mary accidentally scratched John with a knife and then [1] she dropped [2] it on the counter [3].

Greene, et. al. probed the subjects with the correct referent (Mary) and the non-referent (John), at the points bracketed, and recorded response times to the probes.  Greene, et. al. predicted that if the pronoun was resolved, the referent, Mary, should have been accessed an additional time.  This would make the referent more salient than the non-referent,   warranting it faster response times.  They did not, however, find a difference between the response times of the referent and non-referent.  They only found differences when presentation rates were slow, when the texts were short, and when comprehension questions were included that encouraged the subjects to focus on the characters in the texts.    

The experiment, though only analyzing reading behavior, led Greene, et. al. to propose a model that encompassed comprehension in general.  According to their model, a pronoun triggers a reader or listener to immediately begin a search for the correct referent in recent discourse, taking into account features of the pronoun and accessibility levels of potential referents.  The model states that resolution can occur in two ways: automatically, in which the process occurs instantly, or strategically, involving more time-consuming cognitive mechanisms.  Because subjects in their study did not respond more quickly to the referent probe, which was disambiguated by virtue of the gender information in the pronoun, Greene, et. al. concluded that subjects could not use gender information to automatically resolve pronouns.  They could only use it in strategic processing, which was encouraged by the comprehension questions.  

Garnham, et. al. (1992) came to similar conclusions when they had subjects read passages that introduced two characters and then referred to one of them pronominally.  They compared the reading times of the sentence containing the pronoun using ambiguous and unambiguous conditions (in passages that contained gender-same characters and gender-different characters, respectively).  Garnham, et. al. found that subjects read the unambiguous sentence faster, and therefore that they were using gender information to resolve the pronoun, but they only found this when the subjects could anticipate the need to distinguish the correct referent in order to answer the questions.  They concluded that the use of gender information is under strategic control.         

It is difficult to embrace the idea that we might not use an obvious linguistic cue like gender to resolve pronouns in a quick and efficient manner.  After all, it is a very reliable piece of information; we rarely use the pronoun “he” to refer to a female.  For this reason, this issue is still unsettled and continues to be researched extensively.  Boland, et. al. (1998) ran experiments similar to those of Greene, et. al., and collected contradictory findings.  They presented subjects with sentences such as the following:  

(8) Judy saw Sam turn around and then [1] she/he [2] walked away quickly. [3]     

The probing method was identical to that of Greene, et. al., but unlike the previous experiment, there were no comprehension questions.  Subjects in this study responded to the referent probes faster than they responded to the non-referent probes.   This occurred at position 2, which was very soon after the pronoun.  Boland, et. al. concluded from these findings that people do use gender information to resolve pronouns, and can accomplish this very quickly.  However, they conceded that their use of short texts and their lack of comprehension questions may have facilitated in the use of gender cues.  

This issue has also been investigated off-line.  Arnold, et. al. (In press) examined the significance of gender information in pronouns by the conditions under which subjects chose pronouns, rather than names, to refer to certain characters.  Subjects read sentences containing two characters, as in (9):

(9) The bride/groom embraced the maid of honor after the wedding.

The characters were either of the same gender, or of different genders.  The subjects were asked to continue the story by adding another sentence that sounded natural to them.  Arnold, et. al. looked at how people began their sentences: with referents to the first or second mentioned characters, and with pronominal or nominal anaphora.  They found that subjects mostly used pronouns when referring to the first mentioned character, even when the characters were of the same gender, creating an ambiguous condition.  This corroborates the previously discussed first-mention bias (Gernsbacher, et. al. 1989).  Subjects also used pronominal anaphors when referring to the second-mentioned characters, but mostly in the case where the genders were different (in the unambiguous conditions).  


Our research investigated utilization of the same factors as those in Arnold, et. al.’s off-line study:  accessibility, obtained via the subject/first mention bias, and gender information within pronouns.  Using an eye-tracking methodology, we observed subjects’ eye movements during spoken language on-line.  Arnold, et. al.’s off-line production study demonstrated that people are comfortable using pronouns in situations where gender information within the pronoun directs a listener to the correct referent.  We hope that this pattern is indicative of the capabilities of listeners to resolve pronouns in similar situations.  We hypothesize that not only will people be capable of interpreting the pronoun, but also that they will be able to do it rapidly.    

In our experiment, two characters that were either of the same gender or of different genders were introduced to the subject by means of both a text and a picture.  A pronoun was then used to refer to one of the characters.  The correct referent could be identified using accessibility, gender information, both, or neither.  In all cases, the predicate eventually disambiguated the referent.  The task was to determine whether the text and the picture matched.  The speed and accuracy of eye movements to the correct referent was compared across conditions, starting at the onset of the pronoun.

This methodology takes advantage of the natural tendency to look at items in a picture as they are mentioned in speech, especially when one is required to judge whether the spoken words and the pictures match.  A subject’s fixation on a character following the mention of a pronoun implies that the subject interpreted the pronoun to refer to that character.  This means that the subject resolved the pronoun, and that we can extrapolate the speed of the resolution from the speed of eye movements to the character.

Using the eye-tracking methodology in this experiment is advantageous because it permits the observance of speech processing rather than the processing of written language.  Speech processing represents more natural encounters with pronouns.  This approach also eliminates the need to break into the subjects' reception of the text with probe words, which may be disruptive to the resolution process.  Additionally, with eye movements being tracked at 30 frames a second, we can obtain a good conception of subjects' moment to moment processing.

Method

Subjects

The subjects were 16 volunteers from the student and administrative population of the University of Pennsylvania.  They were paid six dollars for approximately 45 minutes of their time.  All of the subjects learned English before the age of 5.  All had normal vision or wore contact lenses.  

Procedure


For each trial in the experiment, subjects viewed a picture while listening to a recorded text.  The pictures were revealed at the same moment that the recording began so that the subjects did not have time to scan the picture before hearing the text.  The subjects were instructed to press “yes” or “no” on a button box to indicate whether they thought the picture and the recording matched.  

Stimuli


Each picture shown to the subjects contained two characters, who were interacting in some way, and one or two objects that supported the scene, as in Figure 1.  We chose familiar characters, like Mickey Mouse and Donald Duck, to reduce the processing load created in remembering the names and genders of characters.  Before running the experiment, we asked subjects to identify the characters, and we drilled them on the characters’ names until we were sure that they both clear and accessible.        

Figure 1.
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Accompanying the pictures were recorded texts, as in (10):

(10) Donald is bringing some mail to Mickey / Minnie while a violent storm is beginning.  He’s / She’s carrying an umbrella, and it looks like they’re both going to need it.   

Each text consisted of two sentences.  The first clause of the first sentence described the actions of the characters in the picture.  The second was a subordinate clause that we hoped would draw attention to the object(s) in the picture, and therefore away from both characters.  This was an attempt to give the subject an unbiased start in interpreting the next clause (the first half of the second sentence), which included the critical item: the pronoun.  The pronoun was the first word of this clause, which provided the disambiguating information for the stimulus.  In example (10), the predicate “… carrying an umbrella” disambiguates the stimulus: it identifies the correct referent.  The last clause summed up the illustration with a subjective statement.  This was added to give the subject ample time to resolve the pronoun.    


The stimuli were manipulated in two ways: same gender vs. different gender, and first vs. second mentioned character as the antecedent.  Thus, there were four versions of each stimulus
.  Although each picture required a corresponding text, we used the same recording for each version, but we spliced in the different names and pronouns.  In this way the first manipulation, different gender/ first-mention, provided both gender and accessibility information.  The second manipulation, different gender/ second-mention, provided only gender information.  The third, same gender/ first-mention, provided only accessibility information, and the fourth, same gender/ second-mention, provided subjects with neither of those sources of information.    
Design


16 stimuli were used in this experiment.  The four manipulations were rotated through four presentation lists, so that each list contained one version of every stimulus, and each list contained four stimuli of each manipulation.  The four lists were presented both forwards and backwards.  In addition to the real trials, 16 filler items were balanced through the lists, and 3 practice items were added to the beginning of every list.  12 of the filler trials had inconsistent recordings (so that the correct response was “no,”) and 4 had consistent recordings.  One practice item was inconsistent, and 2 were consistent.  

Results

Eye movements were tracked at 30 frames a second.  We began coding at the onset of the pronoun.  Looks were recorded in four possible categories: target (the referent), competitor (the other character), other (anything else in the picture), and track loss.  There was a loss of tracking when the subject blinked, looked at something that was not captured by the camera, or when the equipment malfunctioned.  


The graphs in Figure 2 illustrate the percentage of looks to each category at each frame.  The graphs include data up until three seconds after the onset of the pronoun.  

Figure 2
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The divergence of the black line in the first three conditions indicates a preference for looking at the target after hearing the pronoun.  This appeared about 400 milliseconds after the onset of the pronoun.  In the fourth condition, looks were tracked on the target and competitor equally for more than a second after the pronoun onset, and showed a slight preference for the target after that.           


Analyses of variance were performed over four 200 milliseconds segments
.  The first segment corresponded to the length of the pronoun for each item, which lasted an average of 200 ms.  The subsequent segments, which began at the onset of the verb, were exactly 200 ms.  The verb onset is marked by the lines on the graphs.  


The analyses were used to compare the data across the four conditions (different/first, different/second, same/first, same/second).  For each segment, the total amount of time spent looking at the target minus the total amount spent looking at the competitor was calculated, yielding a mean “target advantage.”  These means were calculated once over participants, that is, each mean was obtained by averaging the data from the four items that a participant saw in a single condition.  The means were calculated a second time over items; each mean was obtained by averaging the data from one item in one condition seen by four different participants.        


The first two segments did not show any main effects or interaction.  The first segment that yielded such results was the third segment, which contained data from 400 to 600 milliseconds after the pronoun onset.  In this segment there was an interaction between gender and order of mention (F1(1,15)=10.9, p<.005, F2(1,15)=9.5, p<.005).  There was also a main effect of gender (F1(1.15)=5.7, p<.03; F2(1,15)=5.0, p<.05).  Both the interaction and the main effect of gender continued into the fourth segment.  These results further indicate that gender information played a role in the subjects’ preference to look at the target after hearing the pronoun.  They also indicate that gender information influenced this preference at the same point in time that accessibility information did.                               

Discussion

The main finding in this experiment is that people use both accessibility and gender information when resolving pronouns, and that they use them rapidly.  The findings do not indicate strategic use of gender information.  Subjects were successful in looking at the correct referent quickly when there were accessibility cues, both combined with gender information and without.  This result was anticipated, according to the first-mention bias (e.g., Gernsbacher 1989).  However, the second graph illustrates that when the correct referent was the second mentioned character, and therefore not biased due to accessibility, subjects were still able to find the correct referent quickly if they were provided with the gender information.  The only situation that posed a problem for the subjects was when they were provided with neither accessibility nor gender information.  

These findings run parallel to Arnold et. al.'s off-line production study, which showed that speakers tend to use pronouns when gender directs the listener to the correct referent, but accessibility does not.  It is not surprising that we found listeners to be capable of resolving such pronouns; otherwise there would be a noticeable struggle in communication.   The findings are also in line with those of Boland, et. al.  However, in contrast to other previous studies, they do not indicate the strategic use of gender information.

Why did we collect different results from those of previous studies?  According to Boland, et. al., shorter texts and the lack of comprehension questions in her study freed the subjects of superfluous processing requirements, and allowed them to utilize gender information naturally.  If the reduction of processing load indeed permits the use of gender cues, this may explain why subjects appeared to take advantage of them in our study, and not in some others.  Our method offered the subjects visual illustrations of the scenarios as they listened to the corresponding texts.  They did not have to keep careful track of each character because, in a sense, it was done for them.  In addition, the characters used in our study were familiar to the subjects.  This freed the subjects of the responsibility of remembering the characters’ names and genders.  Our study resembles natural language processing more closely than the previous studies, because in natural language we usually talk about people we know; we usually do not need to mindfully keep track of names and genders.     

The concept of processing load implies that people possess the mechanics to use gender information, but that the operation is masked when there is a need to perform other cognitive functions.  In addition to this idea, it may be proposed that elements of particular discourse situations might actually reinforce the mechanisms to utilize gender cues.  Specifically, certain factors may fortify the mental representations of concepts, allowing them to retain and manifest information like gender, and thus facilitate the utilization of the gender information.    

If strength on mental representations does dictate the usage of gender information, this may further explain our findings.  The illustrations in our study provided an appearance to accompany the character’s name, bolstering its mental representation.  An even more influential element may have been the familiarity of the characters.  Subjects surely did not create an entirely new concept of Mickey Mouse when they heard his name in our experiment.  They instead must have accessed existing representations of him, representations that were established in their minds since childhood, representations in which his maleness was inherent.  

In everyday, natural discourse, we talk about friends, family, celebrities: people who are represented strongly in our minds.  These strong representations may be promoting the utilization of gender information in natural discourse.  Although it has not been studied extensively, intuition tells us that we normally do use gender to quickly resolve pronouns, instead of implementing more strategic mechanisms to do so. 

In previous studies, the characters in the texts were unfamiliar to the subjects.  The names were different with every stimulus; in order to understand the texts, subjects needed to create new mental representations at each stimulus.  As suggested by Arnold, et. al. (In press), subjects probably were not motivated or personally interested in keeping careful track of the characters.  Perhaps, then, in previous studies the representations created were weak, or were merely mental "tabs."  The focus of attention was subsequently drawn away from these characters to the actions in the sentence: a transfer reinforced by comprehension questions.  Additionally, psychologists studying memory have maintained since the 1970’s that items introduced into short-term memory are stored temporarily, but that they decay with time (Anderson 1995).  Therefore not only may the representations have started out weak, but they may have become weaker within the few seconds that the text was read.  If the representations of characters were too weak to hold or manifest their gender, subjects may not have been able to make use of those cues.    

Garnham, et. al. found faster use of gender information when the subjects were not concentrating as much on the actions of the text as they were on the characters.  The focus on the characters may have strengthened the mental representations, or at least prevented their decay enough so that they could retain gender information.  As discussed earlier, Boland, et. al. attributed their findings of the use of gender information to the reduction of processing load.  However, we can also examine their study in terms of strength of mental representations:  In their study, comprehension questions did not draw attention to the action of the sentence, and their texts were short.  Thus not only was the subject’s focus of attention not diverted to the action in the sentence, but also the mental tabs marking the characters may not have had time to decay before the pronoun called upon them.     

This proposal assumes much about pronoun resolution and about representation mechanisms.  Many follow-up studies should be done in order to explore these hypotheses.  For instance, if character familiarity does strengthen representations, and thus promotes utilization of gender information, then eye-tracking studies using unfamiliar characters should weaken the subjects’ gender utilization abilities to some degree.  Eye-tracking studies using different unfamiliar characters for every stimulus should decrease gender usage to an even greater extent, because subjects would have to create new representations every time.  By the same logic, reading/ probe studies can also test the proposals above.  Using the same characters for every stimulus should increase the familiarity of the characters and strengthen their representations, facilitating the usage of gender cues.  Reading studies can also be done with familiar characters, which should increase the evidence of gender information use.           

This experiment not only provided insight into the mechanics of pronoun interpretation, but also made apparent a variety of ways that outside factors may affect the process.  Like many previous studies, our experiment presented subjects with stimuli intended to induce pronoun resolution.  Some basic cognitive processes involved in interpreting the pronouns were most likely similar among the various studies.  However, differences in methods among the studies, such as the inclusion of visual, familiar characters in our study but not in others, may have played a large role in the difference in findings.  We can conclude from this experiment that gender information can be utilized in pronoun resolution in a rapid manner, and that natural language environments embrace this occurrence.      








� The data on which this paper is based was also reviewed in “The immediate use of gender information: evidence of the time course of pronoun resolution from eye-tracking,” Cognition (In press), by J. E. Arnold, J. G. Eisenband, S. Brown-Schmidt, and J. C. Trueswell.


� In order to reduce possible effects of plausibility, 15 participants filled out a norming questionnaire in which they rated the plausibility of each character doing the actions in the disambiguating clause of the stimuli.  The scores we received helped us to exclude certain items from the study and modify other items to make them more plausible.    


� Thanks to Jennifer Arnold for performing these statistics.














