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Document Image Collections



LAMP History

• Began in 1996 with a focus on documents
• Produced 9 PhD (2 more expected in 2007)
• Over 200 scientific publications
• Almost 50 Students (Undergrad-Graduate)
• Numerous Technology Transfer 

Opportunities



Mission

To conduct research and education in  analysis 
and processing of multimedia information 

sources including documents, images and video, 
to develop natural language tools for real world 
applications, and to foster collaboration in these 
areas between researchers at the university and 

representatives of government agencies and 
industry
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Affiliates

• Research/Sponsor Affiliations
– Ricoh Japan/CRC (Scanning Equipment)
– Xerox (OCR software), Panasonic, KLA-Tencor, Hitachi
– University of Oulu (Multimedia Documents in Telecommunications)
– Army Research Laboratory, Other Intelligence Community Participants



Research Focal Areas
• Document image analysis

– Providing fundamental tools for the enhancement 
summarization, navigation, indexing and retrieval in document 
image databases

• Content based video analysis
– Providing access to video content through extraction, structure 

representation, classification, visualization and indexing
• In General

– Ability to access large heterogeneous collections of material
– Adaptable systems – OCR, MT
– Low density to resource poor languages
– Enhancing low quality input – document images, OCR



Outreach

• Bi-Annual SDIUT Conference
– Soon to be included in Google Books Project

• Host of workshops and short courses
• Editorial Office of IJDAR
• Data Collection and Evaluations
• LAMP Seminar Series
• Chairing Program Committee for ICDAR 2007
• Organizing Arabic OCR competition at ICDAR’07



Agenda
Project Overview

– Introduction
– Goals and Objectives

Data Collection and Ground Truth
GEDI and Evaluation Framework
Evaluation and Research Components

– Unconstrained Signature and Logo Detection and Matching 
for Off-line Document Image Retrieval

– Document/Non-Document Discrimination
Technical Presentations

– Adaptive OCR
– Document Classification by Layout
– Learning from Web for Shape-based Object Recognition



Project Overview
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Task Objectives
Task 1: Data Collection 
Task 2: Ground Truthing 
Task 3: Evaluation Framework 
Task 4: Evaluation and Visualization Tool
Task 5: Page Classification Module
Task 6: Enhancement Module
Task 7: Layout Analysis Module
Task 8: Content Labeling module
Task 9: Evaluation
Task 10: Training



Performance Goals

75% precision at 85% recallSignature Detection

75% precision at 85% recallLogo and Stamp Detection

85% using implementation of existing methodsSegmentation (Print and Hand)

90% coverage at the pixel levelLayer Separation

10-30% increase in accuracy of downstream processes – segmentation, 
detection

Enhancement

80% precision across all three classesPage Classification

Performance GoalTask



• Phase 1 - March 31, 2007
– Deliver  completed CLEAT data collection.
– Provide ground truth for subset of data 

including signatures, stamps, logos, 
handwritten, and machine printed text.

– Provide document describing evaluation 
framework.



Data Collection and Evaluation

500Class 3: Non-document Images

500Class 2: Camera captured, Text in Scene, and Color documents

9000Class 1: Traditional Document Images

NumberType

2000Mixed Annotation

500Highly Degraded

1000Foreign Language – handwritten and machine printed

1000Handwritten 

1000Structured Documents – phone books, dictionaries

1000Newsletters, Flyers

2500Journal and Conference Papers, Articles

2500Business Documents, Memos, Letters

1000Forms, Drawing, Tables

NumberGenre



Document Image Acquisition

• Sampling of Existing Databases
– 20-25%

• Google Image Search
– 60%

• Scanning hardcopy Document Images
– 15-20%



Document Genres
Genre  Newsletters and Flyers  

Forms, Drawing, Tables et at.  Google images 2400 
Forms 650   
Drawing 80   
Tables 100 Structured Documents  
Chemistry formulae 25 Phonebook 229 

Math equations 165 
Dictionaries (Chinese English, English 
Chinese) 1150 

Figures 40 Yellowpage 80 
Total 1060 Total 1459 
    
Business documents and Memo letters  Structured Documents  
Business documents 50 Phonebook 229 

Business documents degraded 2700 
Dictionaries (Chinese English, English 
Chinese) 1150 

Business documents with annotations 160 Yellowpage 80 
Memo letters 900 Total 1459 
Total 3810   
  Handwritten  
Journal and Conference Papers, Articles  Chinese 146 
English 2785 Cyrillic 410 
German 360 Japanese 47 
Japanese 480 Korean 80 
Total 3625 Thai 319 
  Hindi 281 
   1283 





Internet Downloads 
Genre  Newspaper  

Figure  Good 22 
Good 240 Medium 37 
Medium 755 Low 17 
Low 548   
  Publication Cover  
Form  Good 130 
Good 66 Medium 425 
Medium 69 Low 128 
Low 32   
  Receipt  
Letter-Memo  Good 10 
Good 55 Medium 50 
Medium 88 Low 20 
Low 31   
  Screenshot  
LIST  Good 184 
Good 6 Medium 848 
Medium 34 Low 566 
Low 11   
  Table  
  Good 52 
  Medium 124 
  Low 42 

 



Maryland Datasets

• Collection of Free form Handwriting
– Paid upto $1 for pages of native handwriting
– Languages: Arabic, Amharic, Chinese, 

Korean, Japanese, Greek, Cyrillic, Hebrew, 
Thai, Burmese, and Hindi 

– Up to 1000 pages of each











Other “Documents”



IBM Cross Pad Data

• 30 boxes, 30 writers producing 50-80 
pages each

• 25000 pages total / 1 million words
• Most European Languages: German, 

French, Italian, English (UK), and Spanish 
• Makeup: Characters (~8 boxes), Phrases, 

Freeform (1 box)
• Contracted with IBM to make the data 

public
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GEDI

allows users to label and display rectangular zones in images

supports user specified zone types

handles type-specific attribute lists

offers a graphical interface for editing and displaying zones

enables users to create and distribute configuration files

provides hotkeys for faster labeling

can list multiple images in thumbnail views

saves ground-truth and metadata as XML
(compatible with DocLib)



Software Architeture

Efficient Technology Transfer
software compatibility
balance of academia, governemnt, and industry needs
common framework for document processing

Scalability
rapid prototyping of new methods
simple algorithm comparison

Robustness and Stability
high quality standards
platform-independence
accommodation of frequently changing requirements



DocLib Status

Core DocLib components matured and stable 
(in use by a variety of government installations)\

Addons being integrated/implemented, primarily 
by developers

Freely available to government researchers

Core supported on Solaris, Linux and Windows



Core vs Add-ons

• Core components are loosely defined as 
necessary building blocks for ANY 
document analysis process

• Addons are tools and applications for 
specific types of analysis

We try to put as few constraints on the 
representations as possible.



Image Factory

DLImageFactory

DLTiffImage

DLJpegImge

DLPPMImage

DLPPImage

:
:

R
egisters

DLBaseImageDLBaseImageDLBaseImage

Image Type objects are static/singleton objects created on startup 
DLImageFactory is a static/singleton object
Image Type objects registers itself with the DLImageFactory during 
startup
DLImageFactory keeps a list of supported Image objects as each 
image type calls the register function
Additional image types can be plugged into DOCLIB without 
modifying existing DOCLIB code.

Design Factors:



DocLib Architecture

DLImage DLDoc

e.g.
page segmentation
text line extraction
logo detection
XML input/output
page layout analysis

DocLib´s architecture rests on two pillars:

e.g.
image rotation
image deskewing
image conversions
cc calculation
shape drawing

DLImage:
Image Processing

DLDocument:
Document Processing



Document Hierarchy
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Recent Modules

• Thinning
• Rotation
• Deskewing

• XML i/o
• Degradation
• OCR Scansoft interface 

(Windows)
• Docstrum

• Logo detection
• Signature processing

• LogoDetect
• TokenMatch
• Machine vs. 

Handwritten
• Jargon
• Text Line Detection



Logo and Stamp Detection



Document/Non-Document 
Discrimination

• Dataset
– documents: 422
– non-documents: 570

0.09410.0941Non-Doc

0.09690.9031Doc

Non-DocDoc



Non-Documents



Original Challenges

• Optical Character Recognition (OCR) does not 
work well in handwritten characters

• Word segmentation in handwritten is challenging 
– Words often touch each other

• Large variation exists even for the handwriting 
from the same person 

• Handwriting often mixes with noise
– Underground lines
– Noise introduced by binarization



Introduction
• Document image generation model

– A document consists many layers, such as handwriting, machine printed text, 
background patterns, tables, figures, noise, etc.



Page Segmentation for Noisy Documents

* Docstrum page segmentation technique is used



Overview of Our Approach

• Overview of our approach
– Segment the document to word level using 

connected component based, bottom-up 
approach.

– Classify each segmented block into noise, 
handwriting or printed text, based on 
extracted features and the Fisher classifier.

– Using MRF (Markov Random Field) to refine 
the classification result.



Classification Results with Fisher Classifier
Printed text
Handwriting
Noise



MRF Postprocessing Example
Printed text
Handwriting
Noise

Before MRF-based postprocessing After MRF-based postprocessing



Evaluation

• Data Collection
– 318 documents provided by the tobacco industry.
– 94 documents of testing, the other for training.

N/A

96.0%

83.3%

99.7%

Precision

98.1%

98.6%

93.0%

98.0%

Accuracy

After Post-
processing

93.0%96.8%30.7%8,802Noise Blocks

N/A

62.9%

99.5%

Precision

Before Post-
processing

Percen
tage

#Total

96.1%100%28,730Total

93.2%2.4%701Handwritten Words

95.9%66.9%19,227Printed Words

Accuracy



Application to Page Segmentation

Before enhancement After enhancement



Handwritten Line Detection



Challenges

• Handwriting
– Curvilinear
– Touching lines, words, 

characters
– Non-Manhattan layout
– Multiple orientation

• Machine Printed
– Straight
– Significant Gap
– Regular layout



Our Assumptions

• Text Lines are generally horizontal
• Text line orientation may vary slightly
• There are gaps between neighboring lines

– Strong for machine printed
– Weak for handwriting



Intuitive Approach

• Preprocessing
– Gaussian Blurring using rectangular window

• Segmentation: The Level Set Methods
– Enforce merging in horizontal direction

• Localization
– Group nearby isolated connected components



The level set method

http://vision.ece.ucsb.edu/~sumengen/level_set_methods

• The moving speed df/dt is changed by 
forces based on curvature, normal 
direction or external vector field 



Results





Evaluation

• Ground truth
– VIPER Ground Truth Editor
– Pixel level: use polygon to represent text lines

• Evaluation method
– The Hungarian algorithm
– One-to-one correspondence

• Statistics
– Four scripts, 100 documents per script
– 5000 text lines



Comparison



Comparison (cont’)



Robustness Test
• Change of internal parameter
• Change of input scale
• Rotate input image
• Corrupt input with Noise





Publications
• Yi Li, Yefeng Zheng and David Doermann. Detecting 

Text Line in Handwritten Documents. ICPR'06, 
• Yi Li, David Doermann, Stefan Jaeger, and Yefeng 

Zheng . A new algorithm and its implementation in 
Detecting Text Line in Handwritten Documents. 
IWFHR'06, 2006. 

• Yi Li, Yefeng Zheng, Stefan Jaeger, and David 
Doermann. A new algorithm and its evaluation in 
Detecting Text Line in Handwritten Documents. UMD 
Technical Report. (in preparation)



DVD

• Dataset without Ground Truth
• Slides from Today
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