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The Challenge

Hand-Written or Degraded Document Images 
into machine readable documents Military

Applications

• •

•

•

•

•

Noise Removal•

Classification•Segmentation•

Degraded Input

Workflow and associated 
process



Document Image Processing, Analysis and 
Optical Character/Handwriting Recognition  
Document Image Processing, Analysis and 
Optical Character/Handwriting Recognition  

• Image Noise Removal and 
Enhancement

• Document Image Analysis
• Machine printed and hand-written 

character recognition
• Image to text services for Machine 

Translation and retrieval processes

Research and Experimentation

Military Applications

Warning
Consulate attack forecast 0900 hrs 

Critical use of MT

Degraded input



Ultimate Goal of Systems

Target Processing Speed in Seconds
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Fundamental Challenges
 Heterogeneous Collections
 Mixed Content
 Noisy Content

1. ImageID
2. Structure
3. Decomposition
4. Handwriting
5. Stamps/Logos
6. Zone Classification

Pursue intelligent digital capture, segmentation, recognition and 
processing of documents to enable fused, timely information from all 
relevant document sources to the Warfighter.

Vision



Evaluation

• How to evaluate such systems in various phases, in order to:

 Evaluate the state of the art (comparison of systems)
 Measure progress during development of new algorithms
 Measure progress against operational needs

• Each is important

 Technological progress in the field
 Technology insertion for initial capabilities



Bobcat-DI: Project Goals

• Provide for a Web Enabled Government 
environment for:
– evaluating COTS and GOTS OCR, Hand 

Writing Recognition systems and associated 
digital image processing technologies.

– investigating the effects of  character 
recognition accuracy on end-to-end accuracy 
of embedded MT systems

– examination of downstream effects of image 
categorization and routing on MT output and 
analyst’s extraction of metadata

• Use proven metric techniques
– Character Error Rate
– Character Accuracy Rates
– Word Error Rate
– Precision and Recall
– Others

ARL collaborates heavily 
w/many agencies in IC and 

across services

ARL
M1/M2

NSF,
University CS &

Linguistics Depts,
CTAs

Academic
DARPA,
ACTD

DOD

NSA,
CIA,

ARDA,
FLC,

Army, AF, 
MC, Navy

Services/
Intelligence
Community

DUST,
SBIR,
CTAs

Industry

Collaborations



BOBCAT - DI:  Project Objectives

• Layout the framework for a document image testing 
environment

• Provide tools … to extend ground-truth data collections 
to include Arabic Anfal images

• Develop and transition the test methods, metrics, and 
procedures … as part of an assessment infrastructure 

• Provide test designs, data analysis procedures, and 
interpretation guidelines for evaluating COTS and GOTS 
OCR systems and other DIP tools 



BOBCAT - DI: Tasks

• Data Sets
– Zone Classification and Segmentation GT
– Character/Word level GT

• Tools
– Modify UMD’s Groundtruthing Editor Document Interface (GEDI) 

to allow handwritten data representation
– Develop DocLib Extensions/add-on routines
– Extend ARL Image and OCR Toolkit (IOTK) UI

• Evaluation
– Conduct Pilot Segmentation evaluations
– Conduct Pilot Zone Classification evaluations



BOBCAT – DI: Datasets

Overview

• Many datasets exist as simple collections of images
• Most to not accurately reflect the challenges faced by 

government organizations
• There is a significant need for datasets that can easily be 

evaluated across application – OCR, Page 
Segmentation, Classification, Indexing and Retrieval, etc.

• UMD/ARL is establishing a common format usable in 
GEDI and IOTK for many tools and for exchange 
between algorithms.



BOBCAT – DI:  Data Sets

CommentsApplicationsLevel of GT
Number 

of ImagesName

English Only
Segmentation -
ClassificationZones + Type1600UWASH

Arabic Handwritten and 
Machine Printed

Line Removal 
Line Detection

Implicit in base 
images50LAMP - Syn Lines

Arabic Handwritten and 
Machine Printed

Segmentation-
EnhancementNone> 7000

Anfal
Box 50-53 Subset

Arabic HandwrittenOCR
MADCAT -
Word/Line

~10000 
Total

MADCAT – Dev, 
Train, Eval Set

English, Some Foreign 
Language

Segmentation -
EnhancementNone7.9millionTobacco Clutter

Subset of Tobacco
Segmentation -
ClassificationZones + Type> 25,000UMD/AMA-Zones

Arabic HandwrittenOCR
GEDI - Word + 

PAWs5000AMA-Arabic 1.2



Sample GT from Data Sets

• Segmentation/Classification
– 26,007 pages of Tobacco 

Litigation Corpus
– 320,000 + zones
– Useful for Large Evaluations

Anfal GT set of
– Handwritten
– Machine Printed
– Graphics



BOBCAT –DI:  Tools

GEDI – Ground Truth Annotation

IOTK – UI, Workflow and Evaluation process management

DOD Scoring Software – Accuracy evaluation of OCR text

PETS – Performance Evaluation of Layout based 
Algorithms (Page Segmentation, Zone Classification)



UMD GEDI Tool

• Generic Tool for representing regions and 
attributes on images

• Bobcat -DI Project Extensions
– Polygons for complex layouts
– Reading order 
– Representation of run length encoded data for line 

segmentation
– Direct integration of evaluation capabilities via scripts
– Results visualization



UMD GEDI Tool Interface



Example XML Format Output 

<?xml version="1.0" encoding="UTF-8"?>
<!--GEDI was developed at Language and Media Processing 
Laboratory, University of Maryland.-->
<GEDI xmlns="http://lamp.cfar.umd.edu/GEDI" version="1.0">

<USER name="Elena" date="5/23/2008 17:24" 
dateFormat="mm/dd/yyyy hh:mm"> </USER>

<USER name="Orri" date="6/11/2008 12:52" 
dateFormat="mm/dd/yyyy hh:mm"> </USER>

<DL_DOCUMENT src="sample.tif" docTag="xml" 
NrOfPages="3">

<DL_PAGE gedi_type="DL_PAGE" src="sample.tif" 
pageID="1" width="1728" height="2292">

<DL_ZONE gedi_type="DL_TEXTLINEGT" id="2" 
col="1285" row="269" width="166" height="335" 

orientationD="16.169" contents="" 
offsets="" segmentation="word"> 

</DL_ZONE>
</DL_PAGE>
<DL_PAGE gedi_type="DL_PAGE" src="sample.tif" 

pageID="2" width="2592" height="3300">
</DL_PAGE>
<DL_PAGE gedi_type="DL_PAGE" src="sample.tif" 

pageID="3" width="2592" height="3300">
</DL_PAGE>

</DL_DOCUMENT>
</GEDI>

Statistics

Distribution of Zone Categories in AMA-
Zones Dataset



OCR/DIP
Services

MT
Services

MT and  OCR
Datastore

Dynamic Workflow

MT Evaluation
Workflow

IOTK Evaluation
Workflows

DocEx
Workflow

Luis Hernandez

Doug Briesch (C)

XMAL,WPF,XBAP, Expression Blend

Information Exploitation Laboratory

Document Image Processing and Optical 
Character/Handwriting Recognition

AMSRD-ARL-CI-IT

AMSRD-ARL-CI-CB

Document 
Data
Store

Document 
Data
Store

OCROCROCROCR
OCROCROCROCR

DIPDIPDIPDIP
DIPDIPDIPDIP IEL

TransitionTest
Management

Analysis
MetricsMetricsMetricsMetrics
MetricsMetricsMetricsMetrics Reporting

Document
Management

IOTK

Robert Winkler

Chris Schlesiger

Mike Lee

Somiya Shukla

Document
Capture

Image and OCR Tool Kit (IOTK)

Design Document - In Progress User Documentation – Not Started

Database Design    

• Initial design completed

• Initial design refinement ongoing in 
collaboration with IEL staff

• Planned extentions for DIP/ 
Segmentation data needs

IOTK Tutorial (How Do I?...) – Not Started

Language/API Cross Reference 
Documentation - Ongoing

Collections

GT Document Image 
Data SetsSegmentation GT Generation, 

Metrics and Evaluation
Digital Image Processing Tools for 

Cleaning/Degrading Images

Image and OCR UI, workflow and 
process framework, and data 

store in a toolkit paradigm

IOTK collaborations to extend 
capabilities as web 

services



IOTK User Interface



IOTK OCR Module



IOTK OCR Accuracy Module



IOTK Segmentation Module



IOTK PETS Module



Performance Evaluation Tool for 
Segmentation (PETS)

General Concept:

• Given two zones to be compared, calculate the matching 
score if there is at least one shared ON pixel

• Four types of result
– MATCHED: location and zone type
– DETECTED: location but not zone type
– FALSE: Extra zone in Results
– MISSED: Zone not matched from GT

• Threshold is set to determine which zones are matched for 
“detection”

• Full match matrix is built to store the score of each pair of 
zones. 

• Software follows DocLib design paradigm.
• Will be provided to DocLib as an Add-On component



Matching Score and Result Types

I = set of all ON pixel in Image
Ri = set of all ON pixel in the 

result zone
Gj = set of all ON pixel in the 

ground truth zone
T(s) = function that count the 

elements of set s
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IiRjGT
IiRjGT

jiMatchScore

MATCHED
MatchScore(i,j) ≥ threshold
L(i) = L(j)

DETECTED
MatchScore(i,j) ≥ threshold
L(i) ≠ L(j)

FALSE
MatchScore(i,all) < threshold

MISSED
MatchScore(all,j) < threshold



Evaluation Framework

EVAL TYPE    MATCHING     LABELING

Layout and
Labeling

Labeling
Only

Compute 
Match Score

Evaluate
Class Label

Match Using
Zone ID

Evaluate
Class Label

Input Image
And XML

Layout 
Only

Compute 
Match Score False

Detected

Missed

False

Matched

Missed



Segmentation and Classification

==================
Summary of Results
==================

- Total Number of Sample :  21786
- Overall Accuracy : 95.78%
- Average of Each Class Accuracy : 55.31%

01. Information on Classes
==========================

Label    Name of Class                  Number of Sample     Accuracy  
---------------------------------------------------------------------
00       text_sm                        20617                 97.34%
01       ruling                         201                   61.69%
02       drawing                        299                   88.29%
03       table                          76                    46.05%
04       text_lg                        51                    64.71%
05       math                           301                   60.47%
06       halftone                       144                   83.33%
07       logo                           13                     0.00%
08       chm_drawing                    80                    51.25%
09       map                            4                      0.00%



02. Confusion Matrix
====================

Out\GT             00            01            02            03            04   
00       20068(97.3%)*    70(34.8%)     11( 3.7%)     14(18.4%)     12(23.5%)   
01          69( 0.3%)    124(61.7%)*     0( 0.0%)      1( 1.3%)      1( 2.0%)   
02          93( 0.5%)      1( 0.5%)    264(88.3%)*    23(30.3%)      4( 7.8%)   
03          46( 0.2%)      0( 0.0%)      5( 1.7%)     35(46.1%)*     0( 0.0%)   
04          19( 0.1%)      1( 0.5%)      0( 0.0%)      0( 0.0%)     33(64.7%)*  
05         284( 1.4%)      2( 1.0%)      8( 2.7%)      2( 2.6%)      1( 2.0%)   
06          38( 0.2%)      3( 1.5%)      6( 2.0%)      0( 0.0%)      0( 0.0%)   
07           0( 0.0%)      0( 0.0%)      0( 0.0%)      0( 0.0%)      0( 0.0%)   
08           0( 0.0%)      0( 0.0%)      5( 1.7%)      1( 1.3%)      0( 0.0%)   
09           0( 0.0%)      0( 0.0%)      0( 0.0%)      0( 0.0%)      0( 0.0%)   

         05            06            07            08            09
 106(35.2%)      5( 3.5%)      7(53.8%)      0( 0.0%)      0( 0.0%) 
   0( 0.0%)      0( 0.0%)      1( 7.7%)      0( 0.0%)      0( 0.0%) 
   9( 3.0%)     18(12.5%)      0( 0.0%)      9(11.3%)      4( 100%) 
   0( 0.0%)      0( 0.0%)      0( 0.0%)      0( 0.0%)      0( 0.0%) 
   0( 0.0%)      0( 0.0%)      4(30.8%)      0( 0.0%)      0( 0.0%) 
 182(60.5%)*     0( 0.0%)      0( 0.0%)     30(37.5%)      0( 0.0%) 
   0( 0.0%)    120(83.3%)*     0( 0.0%)      0( 0.0%)      0( 0.0%) 
   0( 0.0%)      0( 0.0%)      0( 0.0%)*     0( 0.0%)      0( 0.0%) 
   4( 1.3%)      1( 0.7%)      1( 7.7%)     41(51.2%)*     0( 0.0%) 
   0( 0.0%)      0( 0.0%)      0( 0.0%)      0( 0.0%)      0( 0.0%)*

Segmentation and Classification



03. Precision and Recall
========================

Class\Eval precision    recall  detected   correct     total
00            98.89%    97.34%     20293     20068     20617
01            63.27%    61.69%       196       124       201
02            62.12%    88.29%       425       264       299
03            40.70%    46.05%        86        35        76
04            57.89%    64.71%        57        33        51
05            35.76%    60.47%       509       182       301
06            71.86%    83.33%       167       120       144
07             0.00%     0.00%         0         0        13
08            77.36%    51.25%        53        41        80
09             0.00%     0.00%         0         0         4

Segmentation and Classification



Bobcat – DI: Pilot Evaluations

State of the Art:

• Stable tools are available for OCR evaluation

• Few tools are general enough to handle complex 
layouts and the layout of noisy handwritting



Survey:  Page Segmentation Algorithms

Geometric 
Dividing document into homogenous 

zones

Layout
Providing Zone content labeling
Assigning logical relations based on 

location



Page Segmentation and Analysis

Goal: Decomposition of the page into constituent parts

Problems
Page Layout Analysis
Page Segmentation
Handwritten Line Detection
Text Enhancement

Localization for the purpose of “internal routing” of content

State of the Art:
Whitespace or texture based segmentation
Assumes objects are physically segmentable

Handwriting Challenges:

• Curvilinear text lines and small or 
missing linear inter-line gaps

• Stray marks which make rectangular 
white space analysis difficult

• Local skew

• No well-defined baselines, no 
Manhattan layout 

• Regions not rectangular in nature -
bounding box may not be the best 
representation



Sample Results

• X-Y cuts
– Layout to complex

• Smearing
– Layout to Complex

• Whitespace Analysis
– Noisy

• Constrained Text-Line Detection
– More types of zones

• Docstrum
– Zone Overlap

• Voronoi based
– Maybe

Geometric Page Segmentation

Options for Arabic?



Collaborations:  Efforts Leveraged

 Doclib
– An integrated Development Framework
– Core algorithms so we don’t have to reinvent
– Unified representations
– Industry level testing and maintenance

 ARL IOTK and Information Exploitation Laboratory (IEL) Efforts

 UMD - LAMP developmental technologies

 Multilingual Automated Document Classification and Translation 
Program (MATCAT)
– Cutting Edge Research
– Arabic Handwritten Expertise



Supporting MADCAT

Set of Word Boxes Mapped 
to Lines

Run Length Encoded Data in 
each zone 

Algorithms return Polygons 
which are matched at the 
line level.

All Annotation done with 
GEDI



Bobcat – DI: Reports

• Evaluation and Technology Survey
• Algorithms, Datasets and Evaluation Metrics
• Page Segmentation, OCR, Zone classification and Image processing

• PETS Software Specification and Manual
• Evaluation Algorithms
• Software Usage

• Experimental Laboratory Environments: Image and OCR Tool Kit (IOTK) Utility 
Exploration,  ARL Technical Memorandum 2 -2008

• PETS based Pilot Evaluations
• Identification and evaluation of five technologies

 Page Segmentation 
 Zone Classification
 Rule Line Detection and Removal
 Text Line Detection
 Clutter Detection and Removal



Evaluations Preliminary Results

• Evaluations were performed on UMD-LAMP Software 
Developed for the DOD/MADCAT

• Page Segmentation : Voronoi++
• Zone Classification
• Rule Line Detection and Removal
• Text Line Detection
• Clutter Detection and Removal

• All software being integrated into DocLib
• Pixels Accurate Evaluations used evolving “ImgDIFF”

enhancements to PETS
• Line Removal
• Line Detection

• Publications in progress!



Page Segmentation

• Extension of State of the Art Approach to Deal with 
Handwriting – Variable tolerance for partitions, Adaptive 
Parameter Tuning 

Precision Recall

voronoi 35.36% 58.49%

voronoi++ 68.78% 78.30%

Comparison of Accuracy

0.00%
10.00%
20.00%
30.00%
40.00%
50.00%
60.00%
70.00%
80.00%
90.00%

Precision Recall

voronoi

voronoi++

BEFORE AFTER



Need Object Measures

Original Vorinoi UMD Vorinoi++Versus



Zone Classification

Approach:
•Construct C(C-1)/2 two-against-all classifiers -- indicator classifiers; fa-b,all
•Construct C(C-1)/2 one-against-one classifiers; fa,b
•Use indicator classifiers to determine which binary classifier to use

Results
Test on UW dataset - 1690 documents – 24531 zones
10 zone classes

Chemical drawings, small text and symbols, drawing, halftone, logo or seal, map, 
math, ruling, table and large text

1-vs-1 Wang et al. Hybrid
Unbalanced 93.1% 98.45% 97.3%
Balanced 88.2% N/A 96.6%



Rule Line Detection and 
Removal

Results

 Trained 12 one-class SVMs

 Test on synthetic dataset

 Compute average and median F1 

BEFORE AFTER

F1 Measure

AVERAGE 0.742 0.653 0.742 0.662 0.746 0.624

MEDIAN 0.741 0.659 0.738 0.697 0.748 0.653



Text Line Detection

Affinity Propagation – Unsupervised Cluster Technique
Operates in similarity space, rather than the feature space
Number of clusters need not be a priori specified
Can cluster models on non-Euclidean manifolds

Results
• Algorithm evaluated on the LDC dataset
• 1250 document images
• 21145 text lines

Precision Recall F1 score
78.2% 84.15% 81.06%



Clutter Removal

• Pixel Level Enhancement Method

Dataset 100 images
Handwritten, printed
English, Arabic
50 each for noisy n clean

Train vs Test 30:20 from each class

# of Features Linear SVM 7

Accuracy 97.5% Pixel Accuracy

Input Image

Classify using single-class SVM

Clean?

Remove SnP and 
text, classify for 
clutter

Clutter?

Remove Clutter

Remove SnP

Output Image

Yes

No

No

Yes

Sy
st

em
 M

od
el



Future Plans

Additional Work:

• Creation of Additional Datasets
• Extensions to GEDI 

– Semi-automated Annotation 
• Extensions to IOTK

• Extensions of PETS for Image Based Evaluation

• Collaborations to Extend capabilities as web services 
OCR/DIP
Services

MT
Services

MT and  OCR
Datastore

Dynamic Workflow

MT Evaluation
Workflow

IOTK Evaluation
Workflows

DocEx
Workflow

Luis Hernandez

Doug Briesch (C)

XMAL,WPF,XBAP, Expression Blend

Information Exploitation Laboratory

Document Image Processing and Optical 
Character/Handwriting Recognition

AMSRD-ARL-CI-IT

AMSRD-ARL-CI-CB

Document 
Data
Store

Document 
Data
Store

OCROCROCROCR
OCROCROCROCR

DIPDIPDIPDIP
DIPDIPDIPDIP IEL

TransitionTest
Management

Analysis
MetricsMetricsMetricsMetrics
MetricsMetricsMetricsMetrics Reporting

Document
Management

IOTK

Robert Winkler

Chris Schlesiger

Mike Lee

Somiya Shukla

Document
Capture

Value Added
Community would benefit significantly from a common environment 

DocLib
Structured Access to tools – IOTK/GEDI/PETS
Datasets and results of comparable research

Data and Evaluation 
Resource where researchers could share data

• Data would be partitioned into test and training sets
• Individuals could run their data on state of the art algorithms 
• Evaluation results could be tracked across time



Proposed Framework

Claims:
Community would benefit significantly from a common environment 

DocLib
Structured Access to tools – IOTK/GEDI/PETS
Datasets and results of comparable research

Data and Evaluation 
Resource where Researchers could Share data

• Data would be partitioned into test and training sets
• Individuals could run their data on state of the art algorithms 
• Evaluation results could be tracked across time



Summary:  Project Contributions

• Development of Standard Practices framework
• Ability to generate and provide organized access to 

datasets
• Access to enhanced Annotation and interface tools 

(GEDI, IOTK)
• Collaborative Annotation of Existing sets
• New datasets
• Embedded Development (DocLib) and Evaluation 

(PETS) Tools
• Technical Documents
• Support collaborations with ongoing efforts



Summary

• Background
• BOBCAT – DI Goals
• BOBCAT – DI Objectives
• Project Accomplishments

– Datasets
– Tools
– Evaluations

• Future Plans - Environment Layout and Framework
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