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A Message from the Sponsors

We welcome you to this first Department of Defense/Ft. Meade, Maryland sponsored Symposium on
Document Image Understanding Technology.

The purpose of this symposium is to provide a forum where technical personnel from industry, academia,
and government can discuss emerging capabilities and their respective needs. We hope this will contribute
future solutions which automate some aspect of the input, analysis, retrieval, or dissemination of data related
to document images.

You were invited to participate because you are experienced in technology associated with document
processing or have project responsibilities that can benefit from these technologies.

If we can be of any assistance to you during this Symposium, please feel free to contact us or the University
of Maryland staff with the Center for Automation Research. Your feedback on this event will be helpful in
future planning and will be used to determine how best to serve the interests of the research community,
technology developers, and organizations engaged in applying these advanced capabilities for systems working
in a variety of environments.

We encourage you to see out your colleagues and look for productive way to collaborate on meeting the
technical challenges. We thank you for participating in this Symposium and extend our best wishes for a
successful Symposium.

Linda Kay
Document Analysis

v

Steve Dennis
Imaging Research



A Message from the Organizers

On behalf of the Document Processing Group at the University of Maryland, I would like to welcome you
to the 1995 Symposium on Document Image Understanding Technology.

The Symposium program contains over 30 presentations from academic, government and industrial re
searchers located all across the country, dealing with a wide variety of document image understanding
topics. We have tried to organize each session so that a general overview talk is followed by progress reports
by of researchers in the field. A demonstration session has also been scheduled on the first afternoon to give
participants the opportunity to interact with working systems.

I would like to thank everyone who has contributed to this Symposium. A special thank you is extended
to the staff of the Center for Automation Research: Jeannie Sullivan, Sailaja Akunuri, Janice Peronne, and
Margaret Masters, for their many hours of work on the local arrangements; and Sandy German, for her
technical expertise in preparing the program and proceedings.

David Doermann
University of Maryland
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Adobe Acrobat Capture

David Emmett
Adobe Systems, Inc.

P.O. Box 7900
1585 Charleston Road

Mountain View, CA 94039-7900

Abstract
Adobe introduced Acrobat Capture at the AIIM show in April of this year. Capture integrates page decom

position, image processing, optical character recognition and font recognition to convert a scanned page into
a look-alike Acrobat PDF document. The converted document can then be viewed distributed and managed by
Acrobat on any platform. In this presentation Dave Emmett, Adobe's Director of Recognition Technologies
will demonstrate Capture and he will also describe a modular version of Capture that allows integrators to in
corporate Capture technologies into their own applications. The presentation will conclude with a description
of Capture's FlexFrame architecture.
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Document Image Retrieval

Stephen J. Dennis
Department of Defense

9800 Savage Road
Fort Meade, MD 20755-6000

1 Interest

The Department of Defense at Fort Meade, MD, has
a long term interest in the research and development
of technologies to analyze and represent documents
images for a wide variety of image qualities, docu
ment formats, and written languages. The goal of
our research is to develop the component technolo
gies that enable robust system architectures to be
portable across written languages, subject domains,
and computer systems.

While there are many different Intelligence Com
munity (IC) requirements for the automatic process
ing of document images, one of the most common
application areas is content based selection and pri
oritization. This application area is very similar
in concept to the information retrieval or routing
of electronic text, but is significantly more complex
given the flexibility of a less constrained input media,
e.g. 'Paper documents. Additional layers of complex
ity arise from uncontrollable damage to image data
that can often cause significant disparity between
an original document and the corresponding image
data.

For years the IC has funded significant research
and development efforts for image processing tech
nology to address automatic processing require
ments for all kinds of images apart from those of
paper documents. These efforts have contributed
many useful technologies and have served to unify
the field of image processing into a separate and re
spected engineering discipline. There is an immedi
ate· need to begin a transfer of previously developed
image processing technology to the context of pro
cessing document images.

The DoD has initiated internal research programs
to execute short term technology development ef
forts that will address some of the desired capabil
ities. However much of the technology that is re
quired to develop fully automatic content based se
lection systems for document images does not exist.

2 Research and Development

Previous commercial efforts in the research of doc
ument image understanding systems have been lim-

ited to very lucrative but narrow commercial niches
that do not serve broader IC requirements. These
systems rely on intense human interaction in order
to manually process and index documents for future
retrieval tasks. These systems are very limited in
~heir capability to process variants of a single writ
mg system, document styles, or image qualities and
are comprised of very narrow and deep engineering
solutions that are not easily ported to new problem
sets.

We are involved in and are tracking other cur
rent government sponsored research efforts to ad
dress single component technologies that will aid in
document image understanding. While these efforts
~ave a posi~ive impact on our eventual goal, there
IS no consohdated model of government operations
that can be used to focus the research community in
order to optimize research efforts.

The DoD research goals include the investigation
of open architectures for document image processing
that allow for a variety of feedback paths as opposed
to the traditional pipeline feed forward architectures
of today. This architecture will be comprised of
a variety of modules for document image and text
analysis that can be easily combined to identify the
priority relevance of document images to an ana
lyst query statement. There is little known about
the performance of systems that combine the best
of image analysis, language processing, and statisti
cal features to discover useful representations from
document images.

In a scenario of routing document images, the
analysis and recognition techniques are required to
automatically disseminate a document image corpus
to end users based upon a query statement. Because
th~ number of images is large, and a combination
of Image and text analysis could require significant
computational complexity, the speed of any dissemi
nation technology will be a factor in the development
of resulting algorithms or systems.

Once a docu~ent has been successfully analyzed,
there are requirements to create large archives of
document images that can be used for topical re
search. This requirement forces the issue of doc
ument representation. Once the components of a



document image have been discovered, there is little
known about efficient structures for the maintenance
of component relationships within a document im
age. Much less is known about the maintenance of
the kinds of relationships that an analyst will form
based upon reporting requirements and human in
ferences.

The final and most important area of research in
volves the investigation of technologies that enable
an analyst to browse, research, and retrieve relevant
document images on demand through intuitive com
puter interface operations. The success of any re
search and development program rests entirely upon
the degree to which we are able to increase the effi
ciency of a process. Since the goals of these efforts
are to deliver content based selection technologies for
use by human analysts, the tools which enable suc
cessful interface technologies are as important as the
analysis and representation technologies themselves.

3 Proposal

We continue to support the consolidation of IC and
other government research requirements for doc
ument image processing and related technologies
through common funding and project offices like
those found in ARPA. It is clear that basic research
in this area will be required to support the discov
ery and entrepreneurial development of technologies,
algorithms and systems.

In addition to supporting these activities, the DoD
has formed a committee to establish a government
wide Document Understanding Conference (DUC).
This conference will focus the image and language
processing research communities on common tasks
in document image processing that area beneficial to
the IC, civilian government agencies, and commer
cial industry. This conference will serve to establish
a common technology baseline, to identify compo
nent technologies, and to force the integration of ex
isting image and language processing technologies to
ensure rapid identification and retrieval of relevant
document images in response to government analyst
requirements.

The evaluation techniques that are currently be
ing developed as part of the joint ARPA and CIA
effort will serve as the basis for DUC evaluations
and will provide requirements to the standards com
mittee. Data collection efforts have been established
that will provide initial image corpora for DUC tasks
beginning as soon as June of 1996.

The format for this effort, and the inclusion of
government, academic, and industry experts in the
planning process is key to the success of this effort.
The DUC will be modeled after the Message Under
standing Conference (MUC) and the Text Retrieval
Evaluation Conference (TREC). These efforts were
key to successful revitalization of the language pro
cessing and information retrieval communities.
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Media Independent Data Representation

Context Vector Techniques for the Unification

of Text and Image Information Spaces

Bill Caid
HNCSoftwareInc.

5930 Cornerstone CourtWest
San Diego,CA 92121-3728

619-546-8877 x322
caid@hnc.com

Abstract
Management of large sets of mixed media

documents has become a major issue such that the
ability to identify and locate information of interest
has become a problem of large proportions. Retrieval
of information that is in a text-only format is a
historically difficult problem that has been studied for
years. However, substantial progress has been made
in improving the quality of information retrieval
technology and many systems exist today. Images,
however, are quite different and require a more
creative approach for successful information retrieval.
To date, only a very few image retrieval/management
systems have been developed. None of these systems
provide a unified information space for representing
both text and images.

A vector space technique has been developed that
can provide a unified representation for text and
images. This technique can provide a set of unique
capabilities that can be applied to the mixed media
management problem. This context vector technique
for text was developed as part of the ARPA
sponsored. TIPS1ER Text Program and has been
demonstrated on multi-gigabyte corpora.

The context vector approach has been extended to
data in the image domain as part of the Image Content
Addressable Retrieval System (ICARS) SBIR. This
research, though in a preliminary state, has
demonstrated the viability of the context vector
representation of images based upon a machine
derived set of image "symbols". The context vector
approach is very powerful and generic because it can
be applied to any form of data that can be represented
by a finite set of symbols. A key aspect of the context
vector technique is that it is fully automated. That is,
no external knowledge is utilized to form the final
context vector representation.
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This paper provides an overview of the context
vector representation and how this representation can
be used to provide a media-independent
representation of information, specifically text and
images. Current efforts within HNC seek to develop
a media independent context vector representation for
both text and images that will provide the capability
to use free text as a query to a mixed-media database
resulting in text and images as the query result.
Additionally, this research will provide the basis for
the ability to use images as queries to the system
resulting in both text and images as the query result.

1 Background

1.1 ProblemDescription
The proliferation of cost effective personal

computers has caused an explosion in the growth of
electronic documents. Additionally, the availability
of relatively inexpensive document scanners has
further increased the number of documents that are
available in electronic format. Management of these
large sets of documents has become a major issue
such that the ability to identify and locate information
of interest has become a problem of large
proportions.

The pervasive use of PC-based word processors as
well as document scanners has resulted in "mixed
media documents" that contain both text and images
(imbedded figures). Retrieval of information that is
in a textual format is a historically difficult problem
that has been studied for years, but substantial
progress has been made in improving the quality of
information retrieval for text-based information.
Images, however, are different and require a more
creative approach for successful information retrieval.



To date, only a few image retrieval systems have been
developed.

A system that provides a unified information
representation for both text and images could address
a number of key issues associated with the
management of mixed media documents.
Specifically, a unified representation for both text and
image data could provide a mechanism for effective
multi-media information retrieval. AdditionaIly, this
representation could allow automatic retrieval of
images mentioned or described in surrounding text
when using the surrounding text as a query.
Conversely, this technique couId allow the use of
images as queries to the system resulting in both
images and surrounding text as query results.

lINC has developed a vector space technique that
can provide a unified representation for text, images
and numeric data. Key portions of the required
technical capabilities for text and images have already
been demonstrated. The text representation approach
was developed as a result of the ARPA-sponsored
TIPSIER effort. Image representation research is
currently being sponsored by Rome Laboratory and
early results have shown great promise.

This white paper describes an approach for
integrating the information representation for text and
images and proposes a set of research actions to
demonstrate the viability of this concept.
Additionally, this white paper provides an overview
of the context vector technique for text and describes
how this context vector approach has been extended
to images.

1.2 Context Vector Approach to
Information Representation

lINC has developed a mathematical approach to
information representation based upon symbolic
association of information symbols with high
dimensional vectors. These vectors, caIled "context
vectors", provide a media-independent representation
that can learn N-way relationships between
information symbols. These learned relationships can
be used to provide a basis for information retrieval,
routing and clustering of sets of symbols that have
similar learned relationships.

The basic context vector technique is predicated
upon three key concepts. Pirst is the concept of a
"quantized information vocabulary". The second is
"symbolic association" and the third concept is
"proximate co-occurence" . The sections below
provide details about these concepts and how these
concepts can provide a basis for a unified
representation for text and image data.

1.2.1 Quantized Information
Vocabularies

The principle of quantized information vocabularies
is straightforward and is exploited every day by the
music industry. This principle states that any

4

continuous value information channel can be
represented by a set of discrete symbols. This
approximation can be achieved to an arbitrary degree
of precision by increasing the number of symbols in
the information vocabulary. The principles of
modern digital signal processing exploit this principle
in the compact disc where a continuous, time domain
signal is encoded as a stream of discrete symbols that
represent the amplitude of the signal. For the
compact disc, these symbols are derived by
quantizing the amplitude of the music signal using 16
bit linear pulse coded modulation. The resulting
stream of 216 possible symbols represent the
associated music. The key concept is that a
continuous-valued signal can be represented by a
finite (but possibly large) set of discrete symbols.

1.2.2 Symbolic Association
The concept of symbolic association is also

straightforward and states that a set of symbols can be
associated with an alternate form of information. A
common example of this concept is the association of
a home with a phone number or a person with a social
security number. The previous examples described
associations between two discrete sets of symbols.
Though this association is useful, it is very restricting.
The concept can be extended to include associations
between a discrete entity and a vector, in particular, a
high dimensional, real vector. The context vector
approach, as currently implemented, uses vectors of
real numbers providing a tremendous increase in the
representational power over a simple discrete symbol
set (like a social security number, for instance). The
key concept is that symbols in a finite set can be
mapped to a more powerful representation using
symbolic association. In the case of context vectors
applied to text, words are associated with high
dimensional floating point vectors]. For images,
localized and quantized features are mapped to
context vectors.

1.2.3 Proximate Co-Occurrence
In many information mediums, co-occurence or

near (proximate) co-occurence of symbols convey
information. Clearly, in the text domain, co-occurent
and proximate co-occurence are the mechanisms used
to convey information using a finite set of symbols
(words). The characteristics of proximate co
occurence can be learned by example from a training
set using symbolic association mapping of symbols to
a richer (vector) information space. This mapping is
followed by application of a self organizing learning
law applied to the vector space. The learning,
however, is driven by the proximate co-occurence of
the original information symbols. In this way, the
proximate co-occurence statistics of the symbols

I It should be noted that the act of symbolic
association makes the context vector representation
language independent.



determines the relationships of the associated vector
field. When learning is complete, the directions. of
the symbol vectors encode the proximate. co
occurence relationships. The power of this approach
is derived from the ability to position vectors in the
space based upon their symbolic associations. This
technique is very generic and can be applied to any
form of information that can be represented by a
finite vocabulary of symbols2. The exact nature of
the learning law used to position the symbol vectors
can be tailored to system requirements and the
characteristics of the symbolic data. In the text case,
the learning law is designed such that words that are
used in a similar context will have their associated
vectors point in similar directions. For text. "context"
is really proximate co-occurence. In the image case,
image "primitives" that co-occur in fixed spatial
relationships will have their associated vectors that
point in similar directions. For amixed-media case, it
is clear that some form of enhancement to the
learning law will be required.

1.3 Context Vectors Applied to Text:
MatchPlus

Early work by Salton [1,2,3], and later work by
Salton and Buckley [4] described a model for text
where each document was represented by a vector.
The vector space consisted of a number of
coordinates that was equal to the number of unique
terms in the system (the "vocabulary"). The direction
of the document vector was determined by counting
the number of terms in the document. then applying
an appropriate term weighting and normalization
[4,5] to these counts. This approach produces what
we will refer to as a "term orthogonal" space. That is,
each term in the vocabulary is a coordinate and all
coordinates are, by definition, orthogonal.

This approach results in several unavoidable
consequences. First. is the high dimensionality of the
resulting vector space. Second, there is no provision
for encoding similarity of meaning at the term level.
Given the availability and capacity of low cost. high
performance computing resources, the first
consequence (high dimensional space) has little
practical impact and can be ignored. The second
consequence, term orthogonality and inability to
represent similarity of meaning, however, remains.

Extensions to the term orthogonal model have been
proposed and demonstrated in the form of Latent
Semantic Indexing (LSI) [6]. The basic LSI model

2 It should be noted that the approach can be
extended to any symbolic information of interest. For
example, context vectors could be associated with
bank accounts, dollar amounts, phone numbers,
people, places, etc. Because of this symbolic
association property, this technique has the potential
to be the ideal mechanism for integrating multi-media
data.
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extracts information in vector form by identifying the
dependencies between terms and documents. This
approach is based on constructing and processing a
term-by-document matrix. In LSI, the resulting
dimension of the vector model is determined via
singular-value decomposition of the term-by
document matrix and, in general, will be significantly
smaller than either the term or document count
(typically 100 - 3(0). As a consequence, the vectors
that represent words cannot be orthogonal. As SUCh,
the LSI approach encodes a form of similarity of
usage, but at a low resolution, term-by-document
level. Efforts by Deerwester, Furnas, Dumais, et al.,
[6,7,8] demonstrated the viability of the non-term
orthogonal approach and provided the motivation for
the early MatchPlus concept as proposed by Gallant
[9]. lINC's approach used in MatchPlus is, in a
sense, a close relative of LSI in that:

1. The vector space is not term orthogonal.

2. Relationships are computed (learned) from a
training corpus.

3. The resulting dimensionality of the vector space
is much smaller than either the term or document
count in the corpus.

However, the MatchPlus approach has several key
differences:

1. Relationships are determined at a finer resolution
than the document level. That is, proximity of
occurrences is taken into account in the
MatchPlus approach. This provides sensitivity to
similarity of usage at the word level. Word
sense identification and disambiguation is a
direct consequence of this sensitivity [10].

2. The MatchPlus learning algorithm is based on
self organization and employs an adaptive neural
network learning law. This is in contrast to LSfs
matrix manipulation approach which is a "block
update" approach.

3. No orthogonal basis sets are derived in the
MatchPlus technique. The learning technique
chooses a coordinate space that is convenient for
the algorithm and is unintelligible to the human.

The key innovations behind the MatehPlus
approach are motivated by the desire to exploit neural
network learning techniques to discover similarity of
usage at the word level, in a language-independent
manner, without the need for external dictionaries,
thesauri or semantic networks. Additionally, since
many domains use terms in a manner that are specific
to that domain, we seek to have the MatehPlus
algorithm determine these usages from the training
corpus directly. Additionally, we seek to use the
resulting word vectors to provide retrieval, routing,
document clustering and summarization.

The lINe MatehPlus system was developed as part
of the ARPA-sponsored TIPSlER text program.
During this effort, the initially proposed context
vector approach using human defined coordinates and
initial conditions was extended and refined to allow
fully automatic generation of context vectors for text



Figure 1. Similarity of Context and Direction.
To achieve the desired representation, the context

vector learning algorithm must take the context
vectors for symbols that co-occur and move them
toward each other. Symbols that do not co-occur are
left in their quasi-orthogonal original condition. It is
a basic tenet of the MatchPlus approach that "words
that are used in a similar context convey similar
meaning". Since the learning is driven by proximate

symbols (stems) based upon their demonstrated
context of usage in training text. The MatehPlus
system learns relationships at the stem level and then
uses those relationships to construct a context vector
representation for sets of symbols. For the text case,
these sets of symbols are paragraphs, documents and
queries. To start the learning process, each stem is
associated with a random vector in the context vector
space. Random unit vectors in high dimensional
floating point spaces have a property that is referred
to as "quasi-orthogonality". Stated mathematically,
this quasi-orthogonal condition can be expressed as:

~-;r-p
NEIGHBORS

co-occurrence of words, the learning results in a
vector set where closeness in the space is equivalent
to closeness in subject content.

To perform learning, a convolutional window is
used to identify local context. The window has one
target stem and multiple neighbor stems. An example
of this convolutional window is shown in Figure 2.

SourceText
TheMaoist rebelgroup,'SenderoLuminoso',bombedtheDEAofficein Lima

where:

TNew = Target context vector after update
)

1jOld =Target context vector befor update

r = Adjustment step size

N. = Context vector for neighbor i, window j
I)

a ij =Proximity constraint for neighbor i, target j

StemmedText

MaorebelgroupSenderoo'Luminoso bombDEAoffieLim

Equation 2. MatehPlus Learning Equations.

FIVe Stem Wind<7N

Figure 2. Convolutional Window Example.
Once the context window has been determined, the

learning rule of "Move context vector for target in the
direction. of the context vector of the neighbors" is
applied. Once correction is made, move
convolutional window to next location and the
learning operation is repeated. The equation for this
learning is shown in Equation 2.

TNew = TfJld +r : ~ (a .. - TfJld • N.) .N.
) ) L.JIJ) IJ IJ

i=wintlow

Several points should be noted:
• It can be seen in Equation that the learning

technique is a constrained self-organization
where "alpha" is the constraint. Alpha
determines the maximum allowable dot product
proximity for stem context vectors in a window.

• All stem vectors are of length 1 (unit vectors). In
this paradigm, only the direction of the vector
carries information.

P.anut

y ..
I,)

Spac. Shuttl.

Efc~.C~]$&

&~O

Atlantis

Equation 1. Quasi-Orthogonality Condition.
In words, the above relationship shows us that ''the

expected value of the dot product between any pair of
random context vectors selected from the set is less
than epsilon, where epsilon is "small" (approximately
equal to zero). The value epsilon can be made
arbitrarily small by increasing the dimensionality of
the context vector space when the quasi-orthogonal
set is created. Dimensionality of the space, then,
translates into capacity of the space where capacity is
defined as the total number of vectors that can occupy
the space and meet the quasi-orthogonality condition
of dot products less than epsilon (16).

This property of quasi-orthogonality is important
because it serves as the initial condition for the
context vector learning algorithm. The usage of the
context vector technique is predicated upon the rule
that symbols (stems) that are used in a similar context
(exhibit proximate co-occurrence behavior) will have
trained vectors that point in similar directions.
Conversely, stems that never appear in a similar
context will have context vectors that are
approximately orthogonal. A graphical example of
this condition is shown below in Figure 1.
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• Fully trained vectors bave the property that
wordsthat are used in a similarcontextwill bave
vectors that point in similar directions as
measured by the dot product.

• Words that are never used in a similar context
will retain their initial condition of quasi
orthogonality. That is, approximately orthogonal
with a dot productof approximately zero.

• Trainedcontext vectorsresult in a conceptspace
wbere similarity of direction corresponds to
similarity of meaning.

• No human knowledge is required for training to
occur. Only free text examples are needed.

• The algorithm determines the coordinate spaceof
the contextvectors.

When the training is complete, "words that are used
in a similarcontext will bave their associated vectors

point in similar directions". Conversely, words that
are never used in a similarcontext will bave vectors
thatare approximately orthogonal.
Once the stemlearning is complete, it is possibleto

"query"the vectorset to determine the natureof the
learned relationships, To performthis operation, the
user selectsa "root" word and the trainedcontext
vectorfor that wordis determined by a table lookup
in the contextvectorvocabulary. MatcbPlus
computes the dotproductof everyother wordvector
in the vocabulary to the selected word. The resulting
dot products are sortedby magnitude wherelarger
means closerin usage. Figure3 belowshowsa
graphical exampleof the relationships learned from
250Megabytes of the 1993IRS FederalTax Code,
US Tax CourtRulings and US Supreme CourtTax
Rulings.

baseball
prolessioDalAbasebaI1

basebaI1Aplayer
baseballAleagae

basebaI1A team
baseballAdub

football
soccer

basketball
team

footballAprolessional
footballAplayer

player
footballAte_

semiprofessional
hockey

doubleheader
c:ontractAplayer

hockeyApiayer I
0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00

Figure 1. LearnedRelationships for.Baseball
Noticethat in Figure 3. the lengthof the borizontal in the sameinformation space. Document context

bar corresponds to the strength of the learned vectors arederivedas the inversedocument
relationsbip (dotproduct). Also note that thewords frequency-weighted sum of thecontextvectors
areorderedfromstrongestat the top to weakest at the associated with words in the document. Document
bottom. Baseballis rel~ted to itselfwi~ a strength ~f contextvectors are normalized to preventlong
l.~. Note that professional base~al! IS veryCl?se 1D documents from being favored overshortdocuments.
thisconceptspace to base~alL This is because 1D Thisprocess is shownin Equation 3.
termsof contextof usage 1Dthe tax codes,theyare
verysimilar. Additionally, it can be seen from
inspecting Figure3 thatfootball, soccer, basketball
and hockey are also close to baseball. These
relationships are learnedsolely fromthe training text
based on demonstrated proximateco-occurrence of
stems.
Setsof words(text passages and queries)and

documents can alsobe represented by contextvectors
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where:

N = Total number of documents in the corpus.

N j = Number of documents that contain stemj.

C\j = Context vector for stemj.

N_ Stems; = stems in document i,

Equation 3. Document Context Vector Formation.
The resulting document context vectors have the

property that documents that discuss similar themes
will have context vectors that point in similar
directions. It is this property that translates the

problem of assessment of similarity of content for text
into a geometry problem. Documents that are similar
are close in the space and dissimilar documents are
far away. Additionally, it should be noted that all
document vectors are unit length. This prevents
system biases in retrieval due to document length.
Document retrieval is performed by converting the
user free text query to a context vector using Equation
3. Then, using the database of document context
vectors, the relevance of each document is
determined by dot product. The resulting list is
sorted by relevance to produce the final ranked list of
relevant documents that are presented to the user.

1.4 Context Vectors Applied to Images:
ICARS

1.4.1 ICARS System Overview
The ICARS image characterization concept ICARS ImageCase

represents a revolutionary step forward in image
management. However, it is an evolutionary step

beyond the text characterization and retrieval
approach employed in the MatchPlus system.
Stated differently, ICARS is the MatchPlus
approach extended to handle images. A key

aspect of this technique is the recognition of the
parallels between the context vector approach for

text and the context vector approach for image
retrieval. Specifically, from the standpoint of

context vector generation and learning, there is a
close analogy between text and images. Consider

the following analogies: MatchPlus Text Case
A document is a collection of words in a specific An image is a set of "atomic" elements. These
sequence. A document might be a message, a atoms might be primitive shapes, textures, or
news article, etc. attributes of the image that can be identified by

wavelet transformations. These atoms are in a
specific spatial orientation to one another in the
image.

The specific words, their sequence and the The specific atoms, their number and spatial
proximity of these words to one another define orientation of atoms relative to one another
the context and content information of the defines the context and content information of the
document. image.
For a collection of documents, the set of unique For a collection of images, the set of unique
words in the collection defines the "vocabulary" atoms in the collection defines the "vocabulary"
of the language used in the documents. This of the atomic language used in the images. Stated
vocabulary defines the "frame of reference" used differently, the set of atoms defines the basis of
for conveying information. communicating meaning in the image collection.

Figure 4. Text-Image Analogies
Thus, using a slight redefinition of normal usage of It is important to note that for both the text and image

terms, text and images are a direct analogy if "atom" is cases, there is no requirement to understand the data
substituted for "word" and "image" is substituted for objects being characterized. For text, MatchPlus does
"document". There is the additional complexity of two not attempt to understand the words or their meanings.
dimensional spatial relationships rather than simple On~y ~e relation~hips between the ~o~ds ar~ learned -
sequence. However, this complexity can be easily whl.Ch IS a much Simpler problem. Similarly, in the case
accommodated within the framework of the context of Im~ges, .the IC:~S. system does not attempt to
vector concept. recognize objects within Images. ICARS only needs to
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8 Orient.ions am Used • Each Spatial Frequency

Figure 6. Atomic Vocabulary Definition.
A key feature of the ICARS system is the ability to

learn the context of image atoms from examples. This
learning procedure is referred to as "bootstrapping" and
is based on the concept of atomic proximate co
occurrence. That is, atoms that appear spatially close to
one another in a significant number of images are
related. The closer the atoms appear to one another in
the image, the stronger the relationship between the
atoms. Additionally, the importance of the atoms is
related to both the local frequency (within this image)
and the global frequency (within the image corpus as a
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Figure 5. Wavelet Ensemble Example.
Using this approach, an image would be characterized

using wavelet ensembles representation evaluated at
each point on a grid superimposed on the image
("sample points"). The current technique uses a simple,
offset grid sampling. Dearly, the accuracy of the
representation is linked to both the number of points
sampled, where they are sampled and the discrimination
of the wavelet transformations employed.

Since the actual values that result from the wavelet
transformations are real valued vectors, the feature
vector values would, in general, be unique possibly
resulting in a near-infinite number of combinations. The
next step is to statistically select the "atomic
vocabulary" from the set of 40 dimension feature
vectors using a vector quantizer. This vocabulary, then,
yields the finite symbols set required to allow context
vector learning. A block diagram of this operation is
shown inFigure 6.

IIAGE,
1.1...n

determine features and characterize the relationships
between usage of these features to be effective.

Recent research has established that there exists an
efficient approach to localized characterization of
information contained within images, [11 - 15]. These
studies show that the Gabor "wavelet" transformation
provides a robust representation scheme that is sensitive
to orientation and localized spatial frequency content.
As such, wavelets provide a mechanism for
characterizing the information content of images in a
compact and efficient fashion. There is strong evidence
that the wavelet approach is employed in biological
organisms for vision [15]. These wavelets fit the
receptive profiles found in the mammalian vision
system, and their parameters capture the
neurophysiological properties of localization, spatial
frequency and orientation sensitivity [17].
Consequently, wavelet representations provide local,
multi-resolution features that are robust and relatively
noise immune.

A key concept of the ICARS system is the
representation of images by a set of atoms. These
atoms are most easily thought of as primitive building
blocks of images: an "atomic vocabulary" for images.
These building blocks, when combined in the correct
sequence and in the correct spatial positions, define the
image. Under this defmition, images can consist of any
number of individual atoms in any combination. The
information content of the image used in the ICARS
system is defined solely in terms of the specific atoms
that comprise the image and the spatial orientation of
the atoms to each other. For lCARS, an atomic
vocabulary consisting of ensembles of Gabor wavelet
transformations are used. The resulting feature vector
vocabulary represents a comprehensive set of image
primitives that serves as a basis for atomic
characterization of arbitrary images.

ICARS uses a multiple-wavelet representation of the
information contained within the image as the basis for
defining the vocabulary for context sensitive retrieval.
To implement this approach, wavelet parameters are
selected to capture orientation sensitive spatial
frequencies at a variety of orientation/frequency
combinations over the range of interest The final
combination, for example, might be eight orientations,
five spatial frequencies. Using this approach a total of
8*5 (40) real valued numbers would be computed for
each point in the image that is sampled. Stated
differently, each sample point is characterized by a 40
dimensional vector. An example of this set of wavelet
kernels is shown in Figure 5.
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Figure 8. Image Retrieval.
Indexing of unlabeled imagery can also be achieved

by using a database of human-labeled images as
examples. The basic assumption is that "images that
have similar content will have similar index terms".
Thus, this approach relies on the context vector
approach to find images with similar content. The
block diagram for this operations is shown in Error!
Reference source not found•.

block diagram for this operations is shown in Error!
Reference source not found •.

1.4.2 ICARS Conclusion
A summary of attributes of the ICARS approach are

as follows:
• Defines image content based on automatically

derived atomic features.

• Retrieves unlabeled imagery based on learned
proximate co-occurence of atomic features. ICARS
ranks all images in the database according to
similarity to query. As many images as desired are
returned for any query.

• Provides fully automated generation of system.
Given an atomic vocabulary and a set of images,
generation of the ICARS system is automatic. No
human knowledge base is needed for creation of
the image retrieval portion of the system.

• Assigns index terms to unlabeled imagery based
upon a set of human indexing examples.

1.5 Summary
As described in the preceding sections, the context

vector approach is very powerful and can be applied to
multiple information domains. The MatchPlus effort
has demonstrated the viability of the context vector
approach for text. The ICARS effort has provided a
preliminary demonstration of the applicability of this
approach for images. This foundation can provide the
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Figure 7. Image Context Vector Generation.
Once the capability to generate image context vectors

is available, image retrieval "by example" can be
achieved. Like the context vector approach used in
MatchPlus, all image components are represented by a
context vector: atoms, groups of atoms, images, and
queries. This consistent framework allows queries to be
created using several approaches. Regardless of the
approach used to generate the query, all queries will be
represented by a context vector. Whole images can be
used as queries. This is, in essence, asking the system
to retrieve images that "look like" the image used as the
query. Image retrieval is performed in an identical
fashion to document retrieval in MatchPlus. Image
relevance is assessed by computing the dot product of
the image context vector with the query context vector.
Large dot products correspond to close similarity, lower
products to less similar images. Images will be ranked
by dot product and are presented in a ranked list for
easy identifications of images "close" to the user query.
This process is shown inFigure 8.

USER
QU RY

whole3). The proximate co-occurence and frequency
relationships are handled as part of the two-dimensional
learning algorithm.

Once atomic learning is complete, a context vector
representation for an image can be computed in the
same fashion as text. Specifically, the image context
vector is the frequency weighted sum of its constituent
atom context vectors. This operation is shown in Figure
7.

Indexing of unlabeled imagery can also be achieved
by using a database of human-labeled images as
examples. The basic assumption is that "images that
have similar content will have similar index terms".
Thus, this approach relies on the context vector
approach to find images with similar content. The

3 ICARS, in its current version, supports the concept of
an atomic "stop list" where very high frequency atoms
can be eliminated from subsequent computations. This
is a direct extrapolation from the text case.
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basis for a unified information representation.
However, no work has been performed to date on a
unified information space that contains context vectors
associated with both text and image symbols. It is
precisely this area of research that is believed to hold
the key to a generic, media-independent information
r-epresentation.

This is text ment to serve as an example
of text that might be found around a
figure. This could be any text.

Figure 99. Map Symbols

Scope of
proximate
co-occurence
learning
window

II
IIIi

Image
Atom 4

Image
Atom 2

Image
Atom 3

Image
Atom 1

Figure 10. Example Mixed-Media Document.
This is text ment to serve as an example
of text that miaht be found around a
figure. This could be any text.

Figure 11. Example Co-occurence Learning Window.
Figure 11 shows an example of a co-occurence

learning window that spans both text and image
symbols. In Figure, it can be seen that the map symbol
icons have been replaced by their image symbols. Also,
it can be seen that the size and scope of the learning
window will impact which word and image symbol
context vectors will be modified during the training.

As described above, both the text and image cases
have a series of key similarities (see Figure). Indeed,
the ICARS concept was developed by using analogies
to extend the text approach to images. However, in
both cases, the key information symbols are associated
with context vectors prior to learning. To achieve the
goal of mixed media learning, the following steps are
required:

1. Identify a set of appropriate features for the image
data and generate a set of image symbols. Use
stems as the text symbols and quantized atomic
features for image symbols.

2. Provide initial conditions for context vectors for
both text and image symbols from the same context
vector space.

3. Utilize a learning law to exploit proximate co
occurrence for both text and image symbols in
documents. This learning algorithm would, by
necessity, have to be robust enough to
accommodate overlap conditions of mixed media
symbols in the learning window. In other words,
the relationships between the text symbols and

2. Approach to Integration of Text and
Image Information Spaces

The previous sections describe how the context vector
technique can be applied to learning relationships from
text and images. In the text case the principles of
quantized information vocabularies (stemming) and
symbolic association are combined with proximate co
occurence to learn contextual similarity of usage at the
stem level. These context vectors are then used to
perform useful text processing tasks such as stem-stem
relationship discovery, word sense identification,
document retrieval and document clustering.

In the image case, the principles of quantized
information vocabularies were applied to Gabor
wavelet-based image feature vectors using a vector
quantizer to produce a finite symbol set. These symbols
were then associated with random context vectors prior
to application of the context vector learning law. The
resulting "image symbol" vectors can be used to form a
context vector representation for images and can be
used to perform image retrieval by similarity of content.

Many documents written and stored in today's
information processing systems are mixed media. That
is, they contain both free text and imbedded figures.
This white paper is an example of such a document. A
general characteristic of these documents are that the
text that surrounds a figure, in general, describes or
refers to the figure. As SUCh, there is a proximate co
occurence relationship between the image symbols in a
figure and the symbols in the surrounding text (stems).
It is possible to develop a technique to learn the
relationships between the image symbols and the
symbols in the surrounding text. Since a context vector
representation will be used for both text and image
atoms, a common frame of reference is available for the
learning process. An example of the proximate co
occurence between text and image symbols is shown
below in Figure 10. This figure represents a segment of
a mixed media document and has both "fake" text and
an associated figure consisting of some map symbols.
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image symbols in the window will be learned based
on spatial co-occurence within the learning
window.

4. Exploit these relationships for document
management tasks. Exploitation will require the
development of a preliminary access and retrieval
capability. However, the basic system architecture
utilized for the MatehPlus and ICARS systems
would be sufficient to provide this capability.

This technique will automatically learn and exploit
relationships from mixed media documents, for both
text and image components. As SUCh, this approach can
provide advantages in terms of the ability to manage
these mixed media documents. Free text could be used
as a query to the system and the result would be both
text and images. Conversely, an image could be used as
a query and both images and associated text would be
retrieved. Many other advantages may exist, but due to
the newness of this concept, they are not yet fully
understood.

3. Summary and Conclusions
The techniques described above represent work in

progress for several related research efforts. Many
technical issues remain to be resolved. However, major
progress has been made in developing a conceptual
framework for the integration of text and images in the
same information space. Efforts in these areas will
continue as part of the DOCUVERSE and ICARS
projects and a substantial number of "reportable results"
are expected within the next 9 months.

Key areas and technical issues remaining for
investigation are as follows:
1. More investigation of context vector learning laws

that operate optimally in a mixed media
environment are required. One vital issue is the
development of a scoring algorithm to permit rapid
evaluation of learning techniques.

2. Experiments must be conducted to determine the
optimum "scope" of the learning window and the
amount of allowable overlap between the image
symbols and surrounding text.

3. Optimum feature vector configurations for mixed
media environments need further research.
Additionally, optimum vocabulary sizes need to be
investigated.

Research efforts in this area have only just begun.
However, the context vector technique shows true
promise as demonstrated by the single media results
embodied in both the MatchPlus and ICARS systems.
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Combining Text and Image Information
in Content-Based Retrieval

Rohini K. Srihari*
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rohini@cedar.buffalo.edu

Abstract
This paper explores the interaction of textual and photographic information in an integrated text/image

database environment. Specifically, we have developed an automatic indexing system for captioned images
of people (i. e., human faces) where groups can consist of one or more members; the indexing information
along with other textual information is subsequently used in a content-based image retrieval system. Our
approach is unique since it goes beyond a superficial combination of existing text-based and image-based
approaches to information retrieval. By understanding the caption accompanying a picture, we are able
to (i) extract information useful in retrieving the picture and (ii) extract information useful in directing an
image interpretation system identify relevant objects (in this case, faces) in the picture. A multi-state system,
PICTION, which uses captions to identify human faces in an accompanying photograph has been developed.
We discuss the use of PICTION's output in content-based retrieval of images to satisfy focus of attention in
queries.

"This work was supported in part by ARPA grant 93-F148900-000.
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Abstract

This paper presents the software architecture for
DocBrowse: a system for mixed text/graphics doc
ument image analysis and retrieval. DocBrowse is
intended to be an open and extensible environment
that permits the user to manage and perform queries
on highly degraded document image databases while
also serving as a research environment for developing
document image analysis and query by image exam
ple (QBIE) algorithms. DocBrowse consists of a user
interface, an object oriented document database and
a variety of document image analysis engines. Us
ing DocBrowse, it is possible to perform queries that
retrieve documents based on both graphical and tex
tual content. We describe the graphical user inter
face that is used to perform such queries. We also de
scribe briefly our approach to QBIE along with some
example results on a large test database of document
and logo images that we have developed. We con
clude with a description of the document database
and the analysis engines used in the current proto
type.

1 Introduction

Digital documents are a fixture in modern office
working environments. Digital documents come in
many different forms, ranging from simple ascii text
files to complex compound documents stored in a
special formats involving both text and graphics.
With the advent of word processors, scanners, and
FAX machines, and the drop in the cost for digital
data storage, massive numbers of digital documents

are being acquired, analyzed, and stored. When the
document is acquired by a scanner or FAX machine,
the digital image will contain at least some noise and
may be highly degraded. Analyzing and managing
this massive flow of information remains- a major
challenge.

Several commercial and public domains systems
have been developed expressly for the problem of
management and analysis of images. These include
Excalibur EFS, Visual Recall from XSoft, Page
Keeper from Caere among others. These systems
usually feature sophisticated techniques for docu
ment analysis problems such as page segmentation
and optical character recognition (OCR). They offer
state-of-the-art tools and techniques for document
analysis and management, and some achieve excel
lent performance in dealing with clean (low-noise)
digital image data. All of the existing systems, how
ever, suffer some of the following limitations:

• The primary orientation is for analysis of digital
documents based on roman text. Non-roman
text and graphics is supported in varying de
grees, and often not at all.

• The performance is seriously impaired for very
noisy or highly degraded documents, sometimes
to the point of being useless.

• No single system is omnipotent, it is usually
necessary to develop specialized interfaces be
tween multiple applications.

• Many systems have a closed software architec
ture and do not allow the user to extend the
system.

15



The aim of our project is to overcome these lim
itations in the development of DocBrowse, a soft
ware system for managing large collections of com
plex digital documents which have both text and
graphics and may be subject to serious degradations.
DocBrowse is intended to be used both as a research
test-bed for document image analysis algorithms as
well as an on-line mixed mode document query in
terface.

The overall system architecture for DocBrowse is
displayed in figure 1.

Figure 1: DocBrowse Architecture

DocBrowse consists of three main components

1. A browser/GUI for visual querying and sift
ing through a large digital document image
database. Support is provided for queries based
on both textual and graphical information.

2. An object-relational database management sys
tem for storing the data.

3. Several analysis engines, including specialized
document analysis software (OCR and page seg
mentation) and general purpose quantitative
programming environments.

An important feature of DocBrowse is an open
architecture with interchangeable software compo
nents. This permits the user to extend the system
in various ways. For example, the user can recon
figure the user interface, add additional databases
of documents, add additional algorithms to existing

document image analysis engines that are part of
the system, add user-defined or derived attributes to
new or existing documents, or even add other anal
ysis engines. Document analysis software is highly
specialized and rapidly evolving. Consequently, ex
tensibility and flexibility is the key to development
of a next generation software system.

In this paper we give an overview of DocBrowse
and its software architecture. Section 2 presents
DocBrowse from a "user's viewpoint", describing
the user interface and presenting several scenarios
of common usage. One scenario describes how to
perform query by image example (QBIE) using lo
gos on business letters as cues. In section 3, we
describe the methodology used to perform QBIE in
DocBrowse. Section 4 discusses the object relational
database management system and the schema for
the document image data. Section 5 describes the
various components that make up the analysis en
gines of DocBrowse. Future directions are discussed
in section 7.

2 A User's View of DocBrowse

Document image management and analysis systems
are often used in scenarios where the user would like
to browse, retrieve and analyze large numbers of
highly degraded scanned document images. These
collections of documents and the user who is brows
ing these collections could reside on various comput
ers connected in a network. The document images in
the database could contain both textual and graph
ical components. Graphical components include all
regions of the image that would not ordinarily be
readable by an OCR for e.g. signatures, logos, line
drawings etc. Each document in the database is as
sociated with a variety of attributes both derived
(extracted from the document image in some auto
matic fashion) and user-defined. Derived attributes
could include - OCR'ed text, page layout, a segmen
tation of the page into zones, signatures associated
with graphical/non-text zones etc. Given these tags
it is then possible to compose relatively complex
queries that retrieve documents based on a combina
tion of document attributes. The query mechanisms
themselves are sophisticated enought to allow the
user to iteratively refine the scope of a search on a
large collection of documents.
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Figure 2 shows an overall view of the GUI for
DocBrowse.

ingjtest set for a classifier that is part of S-Plus or
any other analysis engine.

2.1 View and Analyze Mode

DocBrowse offers three modes for the user: 1)
view and analyze, 2) insert, and 3) query. All op
erations in each of the three modes are supported
by the GUI in an intuitive and easy to use manner.
These modes are described in detail below.

2.2 Insert Mode
In the second mode (which we call insert mode),
the user inserts a document page (or pages) into
DocDB. The various steps the user performs are 
scan the page, define values for pre-existing docu
ment attributes, define new document attributes, in
sert into database. Pre-existing document attributes
include page text, segments, signatures for QBIE on
graphics zones or segments, pixmap resolution, au
thor etc. If certain attributes apply to all documents
the user sets up session-wide attribute-value pairs
that are automatically associated with all documents
inserted in that insertion session. Examples of such
session-wide attributes or tags include scan resolu
tion, insertion person etc. User defined attributes
can be either numerical, textual or logical entities.

2.3 Query Mode

In the third mode (which we call query mode) the
user uses the attributes of the documents to retrieve
and visualize documents in the database. The user
can query in a combination of three different ways.
Figure 3 shows the DocBrowse query manager inter
face that allows the user to combine various types of
queries. The documents returned by the query are
thumbnailed and presented to the user and appear
below the query manager window in the figure. The
scale at which the thumbnailing is performed is de
termined by a combination of the screen resolution
and the number of documents returned by the query.

The first query sub-mode called the tag query
sub-mode allows the user to query on attribute
value pairs. For example a tag query can take
the form "Retrieve all documents that have a tag
called author with a value Andrew Bruce." These
queries are entered via a check-box GUI inter
face. In the second query sub-mode (called the
text query) sub-mode the user queries on text key
words that are present in the OCR text of the doc
ument pages in the database. Key words can be
combined in a boolean fashion. Documents are re
turned rank-ordered in decreasing similarity with
the query words. The measure of similarity used
in the query engine is the well-known and accepted
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Figure 2: Using DocBrowse

TuJ>.

In the first mode (which we call the view and analyze
mode) the user scans, views and analyzes document
images. The user is able to pan and zoom on docu
ment images. The user can invoke an OCR to pro
duce text output, use page segmentation software
to segment the page into text and non-text regions,
use any other analysis algorithms present to operate
on the image. These will eventually include skew
detection and correction algorithms, and denoising
algorithms. In view and analyze mode, the user will
also be able to compute signatures/features on seg
mented zones and store these feature vectors in the
database. These can be then used to create a train-
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cosine distance measure. The third query sub-mode
(called the QBIEsub-mode) allows the user to select
a graphical zone on a page and search for all other
images with similar graphics regions. The query in
terface for QBIE searches is shown in Figure 4. The
user selects the document graphic that is to be used
for the query. A variety of signature representations
are pre-computed and stored with each document
in the database and it is possible to use one or a
combination of signatures in performing the query.
Documents containing graphics zones similar to the
zone of interest are returned in decreasing order of
similarity. Figure 5 shows the results of one such
query.

3 Graphical Queries on Document
Images

There are a large number of ongoing research efforts
that tackle the problem of query by image example.
IBM's QBIC system [10] and Illustra's Visual Intel
ligence Recall product [5] both address the problem
of querying for color photographic images based on
attributes of these images. In [8], the authors de
scribe a retrieval system for graphical documents,
principally line drawings of machine parts. [6] de-
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scribes a system that uses wavelet transform based
methods for sketch based retrieval of digitized color
paintings. As mentioned earlier, unlike these sys
tems DocBrowse supports graphical queries on on
highly degraded document images. . ..

Querying based on graphical content IS an intrin
sically difficult problem. The search is not based on
matches or partial matches, but instead on a mea
sure of similarity. Similarity searching is often based
on some statistical technique (e.g., linear discrimi
nant analysis or nearest neighbor analysis). In clas
sical statistical classification/discrimination, the di
mension of the space to search (p) is relatively small.
In graphical querying, the dimension is enor~ous:

p = 106 or 107 and traditional statistical techniques
are neither practical nor appropriate.

Our underlying approach towards graphical
querying is based on reducing the dimension of the
problem by computing a variety of signatures from
each of the graphics zones (logos) present on docu
ment pages. These signatures are designed to be ro
bust to noise, rotation, translation and scale changes
in the data. A variety of signatures (shape de
scriptors) have been proposed for 2-d object recog
nition and binary machine vision [11]. Many of
these techniques that are robust with respect to
noise are based on Fourier shape descriptors. Re
cently, wavelet transforms [2] have been shown to
provide certain advantages over Fourier transforms
in terms of better signal compaction for a given
signal to noise ratio. With the exception of re
cent work [3] that deals with overcomplete wav:let
representations, wavelet transforms are not rotation
or translation invariant. Our approach proposes to
overcome this problem while retaining the other ad
vantages of wavelet representations. Details of the
procedure are given in [7].

The algorithms for signature computation proceed
in three separate stages:

1. Filter to minimize the impact of noise.

2. Compute a rotation, translation and scale in
variant representation of the logo. This proce
dure assumes that the page orientation is up
right when the document image is scanned.

3. Compute three signatures for each logo

• Wavelet transforms of projections in the
two axes directions.

• Wavelet transforms of a parametric repre
sentation of the bounding contour of each
logo.

• Two-dimensional wavelet transforms.

In order to describe the capabilities of the system
as it stands, we present a few sample results.

We now show three examples to illustrate the per
formance of various aspects of our QBIE algorithms.

In the first example, the test database consists
of 4 versions of each of 100 logos - digitized at 300
dpi and subsampled versions at 200, 150 and 100
dpi. Figure 6 shows the result of a query logo and
the top eight logos returned by DocBrowse using
the wavelet boundary signature. The top left hand
corner is the query logo at 100 dpi. The remaining 7
(top-to-bottom, left-to-right) are the logos returned
in descending order of Euclidean distance from query
vector in the signature space.

In the second example, the test database consists
of 12 versions of each of 73 logos - rotated at eight
different angles between +60 and -60 degrees about
the vertical. (Typical skew angles in document im
ages are in the range ofless than 5 degrees) Figure 7
shows the result of a query logo and the top ten logos
returned by DocBrowse using the wavelet projection
signature.

In the third example, the test database consists
of 5 versions of each of 500 logos contaminated by
shot-noise ranging between 1 and 5% of the pixels.
Figure 8 shows the result of a query logo and the
top ten logos returned by DocBrowse using the two
dimensional wavelet transform signature.

4 Document Database

The document structure in DocBrowse is based on
several existing standards for document description
and layout including the ISO Office Document Ar
chitecture standard [1], SGML, DAFS from RAF
Technology [12], and RTF [9]. Figure 9 illustrates
the structure of a document in DocBrowse. A doc
ument is defined as a collection of document pages.
Document pages are in turn decomposed into zones.
The decomposition of pages into zones operates at
multiple granularities. At the coarsest level, the
page can be decomposed into header, footer and live
matter zones. At the finest level of granularity each
character on the page can be considered a zone. At
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Figure 8: Effect of noise
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an intermediate level of granularity each paragraph
or body of text which is distinctly separated from
adjoining bodies of text or figures can be referred
to as a zone. It is this level of granularity that we
adopt for this project. Zones can be of two types 
text and non-text or graphics zones. A graphics zone
contains information such as figures, line drawings,
half-tones or bit-maps (such as logos). Each docu
ment, document page and zone can have associated
with it one or more tags in the form of attribute
value pairs. Specifically, these tags could include in
the case of a document page, the scanned pixmap of
a page, the type of document, scan resolution, OCR
text etc. In the case of a zone it could include a pro
cessed pixmap of the zone or features extracted from
the zone that could be used for zone classification or
classifier construction. The focus of the DocBrowse
system is to permit the user to interact with and pro
cess a large set of documents all the while adding to
what she/he knows about these documents by using
various visualization and processing tools.

Figure 9: Documents in the DocBrowse

The database component (DocDB) of this project
is implemented using an object-relational database
management system (ORDBMS) called Illustra,

which is produced by Illustra Information Tech
nologies, Inc. [4]. ORDBMS have the advan
tages of both relational DBMS (RDBMS) and pure
object-oriented DBMS (OODBMS) in that unlike
an RDBMS they support complex datatypes and
inheritance mechanisms and unlike an OODBMS
they have a sophisticated query language (SQL3 in
this case). In addition it is also possible to extend
the database server using "datablades" that support
query and computational operations on specialized
datatypes. For example, the text datablade incor
porates support for a variety of operations on text
data that are used to extend the functionality of
DocBrowse. These capabilities included the ability
to construct and maintain inverted full-text indices
from document collections, and a weighted boolean
information retrieval engine for text based retrieval.
It is possible to easily extend the database with any
other IR engine/algorithm that operates on the same
set of text data.

5 Analysis Engines

DocBrowse utilizes a variety of document image
analysis algorithms to compute derived attributes
of documents from their image pixmaps. These al
gorithms are based on two types of software:

• Specialized "off-the-shelf' document analysis
software .

• Customized routines typically written in a lan
guage supported by a quantitative program
ming environment (QPE).

The prototype of DocBrowse integrates the Scan
Worx OCR API from Xerox Imaging Systems [14].
This OCR is used to extract text from document im
ages which is then stored in DocDB via the Illustra
Text datablade.

The prototype also incorporates S-Plus and
Khoros, two general QPE's for scientific comput
ing. Background on these systems, and why they
are valuable for document analysis, is given below.

5.1 S-Plus
In order to meet the requirements of providing an
extensible environment for image analysis, feature
extraction and classifier construction one of the anal
ysis engines used in the DocBrowse prototype is the
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S-Plus data analysis environment from the StatSci
Division of MathSoft Inc. S-PLUS is a system with
extensive capabilities for data analysis and scientific
computing. It originates from the S language devel
oped by researchers at AT&T Bell Labs. It is an
interactive interpreted language with the following
attractive features:

• S-PLUS is a versatile matrix calculator, drawing
its inspiration from the language APL.

• S-PLUS has a built-in transparent database
mechanism to make objects persistent, main
taining data ands results across sessions.

• S-PLUS supports "Lisp-like" data abstractions,
providing considerably more flexibility than
conventional array based interactive languages.

• S-PLUS supports both object oriented program
ming and functional programming.

• S-PLUS treats procedures as data and permits
creation of new procedures, making the system
fully extensible.

• S-PLUS makes it easy to interface to existing
Fortran and C code.

• S-PLUS has powerful and flexible interactive
graphics, and can produce publication-quality
plots.

• S-PLUS has an extensive collection of over 2000
statistical and mathematical functions provid
ing a broad range of capabilities, such as clus
tering analysis, nonlinear regression, time series
analysis, and optimization.

S-Plus is similar to other scientific computing sys
tems, such as MATLAB or Mathematica. What sets
S-Plus apart from other systems is its support for
object-oriented programming, complex data struc
tures, and its extensive collection of functions de
voted to data analysis and statistics.

In addition, S-Plus has been extended with
S+WAVELETS which is an object-oriented toolkit
for wavelet analysis of signals, time series, im
ages, and other technical and scientific data.
In addition to the basic wavelet decomposition,
S+WAVELETS also includes sophisticated time
frequency decompositions such as a wavelet packets
and cosine packets. We use the S+WAVELETS

toolkit extensively In developing signatures for
QBIE.

5.2 Khoros
In addition, we also use the Khoros image analy
sis environment [13] from Khoral Research, Inc. to
develop image analysis algorithms. Khoros is a sci
entific data analysis and software development en
vironment which has a strong following in the im
age processing and signal processing communities.
Khoros offers an extensive image processing and im
age analysis capability and is capable of operating
on large document images in a variety of file for
mats. As part of the DocBrowse project we propose
to implement an interface between Khoros and S
Plus that will allow us to exchange data easily be
tween the two and use S-Plus as a scripting language
for Khoros. So for example, we can use Khoros to
perform image feature extraction and use the exten
sive library of classification routines available in the
S-Plus environment to develop a zone classifier.

6 Digital Document Data Testbeds

To evaluate DocBrowse, we have generated a
database of 1500+ logos which have been degraded
in different ways (combinations of photocopying and
FAX transmission) for a total of 6000+ logos. We
also have a database of 200 letters degraded in five
different ways - faxing, faxing and photocopying,
first generation photocopies, second generation pho
tocopy with normal contrast and second generation
photocopy with dark contrast - that we use for our
experiments. This database continues to grow to
meet our experimental needs. In addition to "real"
degradation, we also multiplied our logo database
by introducing various artificial degradation sources
and studying how well our QBIE algorithms perform
(as discussed in Section 3). Figure 10 shows a few
example logos from the logo database. They include
logos that have been photocopied and FAXed prior
to being scanned. We are exploring the possibility
of making this database available to interested re
searchers via anonymous ftp.

7 Future Extensions

In future generations of DocBrowse, we propose to
use the concept of abstract services in a message
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Figure 10: Example logos in Logo Database

passing context to allow the integration of arbitrary
analysis engines. We will also incorporate object
request broker technology to enable interchange of
data between heterogeneous platforms and software
packages.

In terms of user functionality future versions of
DocBrowse will incorporate spelling variations and
equivalences (synonymy) between tags. For exam
ple author and writer and auther would all be
interpreted as the same tag. Document similarity
searches will also be supported. We also propose to
incorporate topological information into the signa
tures as well as use intelligent strategies to combine
results from various signature spaces. Scalability
(with respect to database size) of QBIE algorithms
is desirable. We propose to explore mechanisms for
index construction and database clustering in signa
ture space to reach this goal.
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Abstract
The first level of document structural decomposi

tion consists of zone delineation and zone classifica
tion. The purpose of zone delineation is to define the
regions which cover the page such that each region,
excluding its holes, (the regions which it contains), is
entirely a text region or a non-text region and such
that in each text region no text line is fragmented.
After zone delineation, each text zone is then fur
ther decomposed into text lines and words. The pur
pose of zone classification is to identify each delin
eated zone into one of the classes: text or non-text.
Non-text regions may be further classified into line
drawing, graph, half-tone, etc. Zones which have
been classified as text regions can then be given to
an OCR system to produce computer readable text
for the zone.

We have examined doing zone delineation by
means of dynamic thresholding of recursively com
puted morphological open and closing transforms.
We also have done zone delineation by grouping of
the bounding boxes of the connected components of
the black pixels. And we have performed zone clas
sification on the basis of first and second line length
moments taken in four directions of the black and
the white pixels in each zone. Text vs non-text clas
sification accuracy was above 97% on a database of
over 12,000 zones.

1 Introduction

The first step of zone delineation consists of deter
mining the geometric page layout of a document im
age page. This means a specification of the geom
etry of the maximal homogeneous regions and the
spatial relations of these regions. A region is homo
geneous if all its area is of one type: text, half-tone,
figure, etc. and each text line of the page lies entirely
within some text region of the layout. A Manhat
tan page layout is one where the regions of the page
layout are all rectangular and the rectangles are in
the same orientation. Hence after an appropriate
page rotation the sides of the rectangles will all be
either horizontal or vertical. Furthermore, each pair
of rectangles either is mutually exclusive or one con-
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tains the other.
The purpose of zone delineation is to define the

regions which cover the page such that each region,
excluding its holes, (the regions which it contains), is
entirely a text region or a non-text region and such
that in each text region no text line is fragmented.
Then within each text region the text lines and text
words within the lines must be delineated. The pur
pose of zone classification is to identify each delin
eated zone into one of the classes: text or non-text.
Non-text regions may be further classified into line
drawing, graph, half-tone, etc. Zones which have
been classified as text regions can then be given to
an OCR system to produce computer readable text
for the zone.

We have examined doing zone delineation by
means of dynamic thresholding of recursively com
puted morphological open and closing transforms.
And we have performed zone classification on the
basis of line length moments taken in four directions
of the black and the white pixels in each zone. Text
vs non-text classification accuracy was above 97%
on a database of over 12,000 zones.

2 Literature Review
Early work on zone delineation was done by Wahl
et al. (1982). They use a technique called the con
strained run length smoothing algorithm. It actu
ally consists of a morphologically closing of the doc
ument image with a horizontal structuring element
of specified length (they used 300) intersected with a
morphological closing of the document image with a
vertical structuring element of specified length (they
used 500). The intersection is then morphologically
closed with a horizontal structuring element of spec
ified length (they used 30). The bounding rectangles
of the connected components of the resulting image
constitute the block segments. Features of the blocks
include the area of the connected component of the
block, the number of black pixels in the block on the
original document image. the mean horizontal black
run lengths of the original image within the blocks,
and the height and width of the bounding rectan
gle of the block. Text areas are classified into text,
horizontal solid black lines, graphic and halftone im-



ages, and vertical solid black lines. No measure of
performance is given.

Nagy and Seth (1984), and Nagy et al. (1986) em
ploy an X -Y tree as the representation of a page
layout. The root node of an X-Y tree is the bound
ing rectangle of the full page. Each node in the tree
represents a rectangle in the page. The children of
a node are obtained by subdividing the rectangle
of the parent node either horizontally or vertically,
with horizontal and vertical cuts being alternately
employed in successive levels in the tree. Hao et al.
(1993) describe a variation on this technique.

Fisher et al. (1990) sample a 300dpi document im
age by a factor of 4 and use the run length smoothing
algorithm. They then compute the connected com
ponents of the run length smoothed image. The con
nected components and their bounding boxes consti
tute the blocks of the geometric page layout. They
extract connected component features such as com
ponent height, width, aspect ratio, density, perime
ter, and area for classifying each block as text or
non-text.

Lebourgeois et al. (1992) sample the document im
age by a factor of 8 vertically and 3 horizontally.
Each pixel on the sampled image corresponds to an
8 x 3 window on the original image. If any pixel
on the 8 x 3 window of the original image is a bi
nary one then the sampled image has a binary one in
the corresponding pixel position. Then the sampled
image is dilated by a horizontal structuring element
to effectively smear adjacent characters into one an
other. Each connected component is then character
ized by its bounding rectangle and the mean hori
zontal length of the black runs. Connected compo
nents having a vertical height within given bounds
and mean horizontal run length within given bounds
are then labeled as a text lines and outside the given
bounds are labeled as a non-text lines. Components
assigned as text regions are then vertically merged
into larger blocks using rules taking into account
alignment. Blocks are also subdivided to separate
their horizontal peninsulas. No measure of perfor
mance is given but an indication that the method
needs improvement was stated.

Bloomberg (1991) uses morphological operations
on the document image at various resolutions to de
termine identify font style for each word. Class la
bels include bold, italic, and normal. The method
employs a small vertical dilation followed by a close
open sequence to remove noise followed by a hit and
miss transform to identify seed points of characters
in the italic class or bold class. Then the words
which are in italic or bold can be delineated by
conditionally dilating the seed with a precalculated
word segmentation mask. No accuracy performance
results are given.

Saitoh and Pavlidis (1992) proceed sampling by
8 vertically and 4 horizontally and then extracting
the connected components. They then classify each
component into text, text or noise, diagram or table,
halftone image, horizontal separator, or vertical sep-
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orator, using block attributes such as block height,
height to width ratio, and connectivity features of
the line adjacency graph, and whether there are ver
tical or horizontal rulings. Page rotation skew is
estimated from a least squares line fit to the the
center points of blobs belonging to the same block.
Blocks are subdivided based on the vertical distance
between lines in a block, and the height of the lines
in a block. The technique was tried on 52 Japanese
documents and 21 English documents. No quantita
tive measure of performance was given.

Pavlidis and Zhou (1991) determine the geometric
page layout by analyzing the white areas of a page
by computing the vertical projection and looking for
long white intervals from the projections. Then the
column intervals are converted into column blocks,
merging small blocks into larger blocks. Blocks are
clustered according to their alignments and the ro
tation angle estimated for each cluster. The column
blocks are then outlined. Finally, each block is la
beled as text or non-text using features such as ratio
of the mean length of black intervals to the mean
length of white intervals, the number of black inter
vals over a certain length, and the total number of
intervals. No performance results are given.

Baird (1992) discusses a computational geometry
technique for geometric page layout by finding the
maximal rectangles covering the white ares of the
page. The rectanglar regions not covered by the
maximal sized white rectangles then constitute re
gions which can then be classified as text or non
text.

Amamoto et al. (1993) determine the geometric
page layout by operating on the white space of the
sampled document image. They open the white
space of the sampled document image tith a long
horizontal structuring element and open it with a
long vertical structuring element. The union of these
two openings then constitute the white space of the
blocks. The blocks are then extracted from this
white space. They decide that a block is a text
block if the length of the longest black run length in
the vertical and horizontal directions is smaller than
a given threshold. A decision is made whether the
writing is horizontal or vertical based on the number
N H of blocks whose width is greater than twice its
height and the number Nv of blocks whose height is
greater than twice its width. If NH > Nv , then the
decision is horizontal writing. Else vertical writing.
Each block is then assigned a class label from the
set: text, figure, image, table, and separation line.
No performance results are given.

O'Gorman (1992) discusses what he calls the doc
strum technique for determining geometric page lay
out. This technique involves computing the k
nearest neighbors for each of the black connected
components of the page. Each pair of nearest neigh
bors has an associated distance and angle. By clus
ter the components using the distance and angle fea
tures, the geometric regions of a page layout can be
determined.



Figure 1: Inter-character Spacing Distribution for a
12-pt font size document: The abscissa ,measured in
the pixel unit, represents the horizontal distance be
tween the bounding boxes of two adjacent connected
components in a text-line and the ordinate denotes
the number of occurrences. The image resolution is
300 dpi and the number of characters used in the
document image is 2935.

in the head block. They find the paragraphs which
belong to the head block by rules relating to the or
der of the geometric page layout tree and are able to
assign logical structure labels of title, abstract, sub
title, paragraph, header, footer, page number, and
caption. They worked on 106 document images and
correctly determined the logical structure for 94 doc
ument images.

Visvanathan (1990) employs an X-Y tree to rep
resent the geometric layout and then employed a
regular grammar scheme to label the document im
age blocks. Block labels included: title, author, ab
stract, section titles, paragraphs, figure, table, foot
note, footers and page numbers. No performance
results were given.

Yamashita et al. (1991) use a model-based
method. Character strings, lines, and half-tone im
ages are extracted from the document image. Verti
cal and horizontal field separators (long white areas
or black lines) are detected based on the extracted el
ements, then appropriate labels are assigned to char
acter strings by a relaxation method. Label classes
included: header, title, author, affiliation, abstract,
body, page number, column, footnote, block and fig
ure. The technique was applied to 77 front pages of
Japanese patent applications. They reported that
the logical structure for 59 were determined per
fectly.

Dengel (1993) discusses a technique for automat
ically determining the logical structure of business
letters. He reports that on a test set of 100 letters,
the recipient and the letter body could be correctly
determined.

Saitoh et al. (1993) determine logical layout with
text block labels of body, header, footer, and cap
tion. They tested the technique on 393 document
images of mainly Japanese and some English docu-
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Hirayama (1993) develops a technique for deter
mining the geometric layout structure of a document
which begins by merging character strings into text
groups. Border lines of blocks are determined by
linking edges of text groups. Then blocks which
have be oversegmented are merged and a projection
profile method is applied to the resulting blocks to
differentiate text areas from figure areas. Hirayama
reports that on a data set of 61 pages of Japanese
technical papers and magazines 93.3% of the text
areas and 93.2% of the figure areas were correctly
detected.

Ittner and Baird (1993) determine a geometric lay
out by doing skew and shear angle corrections, parti
tioning the page into blocks of text, inferring the text
line orientation within each block, partitioning each
block into text lines, isolating symbols within each
text line, and finally merging the symbols into words.
The rotation skew angle is determined by taking the
projections of the centers of the connected compo
nents of the black pixels on the page at a given an
gle. The angle is iteratively updated to optimize the
alignment without having to compute the projection
over each possible angle. After rotating the image
shear is corrected by a similar technique. They re
port an accuracy to within 3 minutes of arc indicat
ing that the method fails perhaps one in one thou
sand images. Blocks are determined by the white
space covering technique of Baird (1992). They re
port that on 100 English document image pages from
13 publishers and 22 styles, 94% of the layouts were
correctly determined. The orientation of text lines
in a block is determined from the minimum span
ning tree of the connected components of the black
pixels. The mode of the histogram of the directions
of the edges in the minimum spanning tree is the
orientation of the text lines in a block. Symbols in a
text line are determined by taking the projection in
an orthogonal direction to the text line. The projec
tion profile is checked for a dominant frequency and
the segmentation into characters is done from the
projection profile with the knowledge of the domi
nant frequency. To determine the words in a text
line, they determine a scalable word-space thresh
old for each text block separately. Then each text
line is independently segmented to distinguish the
inter-character spacing with the inter-word spacing.

Ankindele and Belaid (1993) determine a geomet
ric page layout that permits blocks to be polygonal
as well as rectangular. The determine the elongated
white spaces in the document image and then deter
mine the intersections of these white spaces. Points
of intersection are candidate vertices for a polygo
nal block. The polygonal blocks are then extracted
from the geometry of the intersection points. No
performance results are given.

Tsujimoto and Asada (1990) assume that each
block of the geometric page layout contains exactly
one logical class. They organize the geometric page
layout as a tree. Each new article in a document
such as a newspaper begins with a headline which is
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surfac.. (see Section 2.3), the combination oflocal pla
narity and rigidity is used. For arbitrary motion, rigidity
between environmental points is usedto recover motion
parameters from a small number of image locations (See
Section 2 and Section 3.1).

The reminder of this section introduces the notation
usedthroughout this paper. Section 2 d..cribes how the
local direction of translation is estimated from a :flow
field and cases of motion for which this is particularly r0

bust. Section 3 d..cribes how the parameters of relative
sensor motion can be recovered from the estimated local
directions of translation. Section 4 discU88el computing
the local translational decomposition directly from real
image Bequenc.. without the initial extraction of optic
:flowand other areas for future work.

1.1 Notation

The coordinate system used in this paper is shown in Fig
ure 1. The origin of this right-handed coordinate system
Ii.. at the focal point of the camera. The imageplane
is parallel to the xy-plane and is centered on the point
(0,0,f), where f is the focal length of the camera. A
three-dimensional environmental point willbe referred to

(a) original image

c:=J 0 c::::::::J DO' ,Oc:::::J0
c::::J0 c=:J 0 c::::J CJ [==:J c::=::J c:=J
c:::::::J , ,c::::J 0 c::J 0 = c:::::::::J
I Ic::::J 0 c:::J c::::::J 0 c=J c::=::J 0
c:::::::::J 0 0 c::::::::J D

CJ c=:::::::J 0 0 c:::::::::J c:::::=:J 0 c:::=::::J
c::J I 10 c::::J c:::::::::J 0 c:=:::::J CJ 0
c:::::J c:=:::::J 0 c:=:::::::J 0 c:::==:::J c:::::J 0 CJ
CJO=Oc:::::::::JOc:::::JOOI 1=
c::::J c::::::::J0 c=:::::::J CJ CJ c:=:::::J 0 c::::::::J= c:::::::::J = 0 c=:::::::J c:::::J 0 c=::::::J c::J
c=::::::J 0 , , c:::::::::J 0 c::=::J c::::==::J
CJ c:::::J , , I I c::=::J c::J 0
c=J c::=J c:=J 0 c::::::J c:::=::J 0 [=:J
CJ 0 c:::J = 0 c::::::Jc:::J

o c:::::=:J
CJc:::::::::::J c:::::::J c::J 0 0 C=::J 0 c::::::J0 0= 0 CJ c::::J00I 1c:::::=:J c:::::::J
DDDc::::Jc::::::::::J0D= CJc=Jc::::::::::J
o c::=::J 0 CJ c::=:J 0 0 c:::=::::J c::J 0 c::::::::::JoDO c::::J 0 0 0 c::::J c:::J 00 = 0
I " 'c::::::::::JODc::::::JO

(c) word bounding boxes

(b) text line bounding boxes

(d) text block bounding boxes

Figure 2: Example of Document Image Decomposition: (a) a document image written in English, (b) text
line bounding boxes, (C) word bounding boxes, (d) text block bounding boxes.
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(a) original image
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(c) word bounding boxes

=
(b) text line bounding boxes

=

(d) text block bounding boxes

Figure 3: Example of Document Image Decomposition: (a) a document image written In Korean, (b) text
line bounding boxes, (c) word bounding boxes, (d) text block bounding boxes.
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ments. To characterize performance they measured
the average number of times per document image
an operator has to correct the results of the auto
matically produced layout. They report that on the
average 2.17 times per image areas not suitable for
output have to be discarded, .01 times per image
mis-classified areas have to be correctly labeled, and
1.09 times per image does a text area have to be re
set. With respect to text ordering they report that
it required moving connections .47 times per image,
on the average, making new connections .11 times
per image, and re-assigning type of text .36 times
per Image.
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bounding boxes

Figure 5: Horizontal Projection Profile, which is ob
tained by accumulating the bounding boxes onto the
vertical line. It is a frequency histogram of the num
ber of projected bounding boxes.

Figure 4: Character 'g' and its bounding box.

Step 2: Projections of Bounding
Boxes

Analysis of the spatial configuration of bounding
boxes can be done by projecting those bounding
boxes onto a straight line. Since paper documents
are usually written in the horizontal or vertical di
rection, projections of bounding boxes onto the ver
tical and horizontal lines are of particular interest.
While projecting bounding boxes onto the horizon
tal or vertical line, they will accumulate onto that
line, which results in the projection profile (Fig
ure 5). A projection profile is a frequency distri
bution of the projected bounding boxes on the pro-

Figure 6a shows a segment of an English document
image (taken from the UW English Document Im
age Database-I, page id "L006SYN.TIF") and Fig
ure 6b shows the bounding boxes produced by the
algorithm in this step. Note that, the number of
bounding boxes are larger than the number of sym
bols since multiple bounding boxes are produced for
multi-component symbols. Our page decomposition
scheme analyzes the spatial configuration of those
bounding boxes of connected components to extract
textlines, words, and paragraphs.

3 The Bounding Box Algorithm

The input to the bounding box algorithm is a
deskewed binary document image. A connected
component algorithm is applied to the black pixels
of the deskewed binary image. For each connected
component, the smallest rectangular box which cir
cumscribes the connected component is computed.
Each of the bounding boxes is considered as a sin
gle unit on the page. The algorithm does the hor
izontal and vertical projections of these bounding
boxes. The projection profiles are analyzed and
the textlines are extracted. The spatial configura
tion of bounding boxes within each of the extracted
textlines is analyzed to extract words. Textlines
are merged into text-blocks based upon the inter
textline spacing distribution and also based on the
changes in the textline justification. The details are
as follows.

Step 1: Bounding Boxes of Connected
Components

Let I be the input binary image. A connected
component algorithm (described in [13]) is applied
to the black pixels in I to produce a set of con
nected components. Then, for each of the connected
components, the smallest rectangular box which cir
cumscribes the connected component is computed.
Such a rectangular box is called the bounding box.
A bounding box can be represented by giving the
coordinates of the upper left and the lower right cor
ners of the box. Figure 6 shows an example of the
bounding box of the character 'g'.

Many kinds of symbols are used in document
pages: alphanumeric characters, punctuation marks,
mathematical symbols and so on. These symbols can
be classified into two groups: "single-component"
symbols and "multiple-component" symbols. Char
acter 'g' in Figure 6 is an example of single
component symbols, while character 'i' in Figure 6 is
an example of multiple-component symbols. All En
glish alphabets except 'i' and 'j' belong to the former
group. Of course, a single-component symbol can be
"broken" into several pieces on a degraded image. In
this case, the symbol is also considered as a collec
tion of subsymbols, that is, a multiple-component
symbol.
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(4)

The plane formed by iii'; and the focal point of the
camera must include iii';' Let this plane be designated
by ita normal 7&i,;'

7&i,;=Po,; X Po,;+1 (1)
Since 7&i,; is perpendieular to iii';

7&i,;• iii'; =0 (2)
In the case of purely translational motion, the direction
of iii'; is COlllltant for all i. Therefore, Equation 2 can be
rewritten as

71i,; ·iij = 0 (3)
where iij = iii'; for all i. This equation is linear with
three unknowns, and can be solved using a least squares
technique.

An error measure is used to evaluate the validity of
the local translation approximation. The error measure
we use is the average, taken over the local neighborhood,
of the angle between each Howvector plane and the local
tr&lllllation. Using the normala 7&i,;from Equation 1, the
error measure is defined as

1..f:Isin-1 ( 7&i,;' iij ) I
mi=l 117&i,;Ill1iijII

(a) original image

o 10 20 30 40 50 60
t 1

(c) horizontal projection profile
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(b) bounding boxes of connected components

(d) vertical projection profile

Figure 6: Bounding Boxes of Connected Components and the Projection Profiles: (a) a document image
written in English, (b) bounding boxes of connected components, (c) horizontal projection profile, (d) vertical
projection profile.
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in Figure 6(e).
Other important informations can be deduced

from the horizontal projection profile: the frequency
distribution of textline heights and inter-textline
spacings (Figure 6(f) and 6(g)). These distributions
will be employed in the text-block extraction pro
cess.

I
c=:::::J

I

Figure 6: (continued) (e) text-line bounding boxes,
(f) text-line height distribution, (g) inter-text-line
spacing distribution. The abscissa represents the
heights of text lines/inter-text-line spacings in pixel
unit and the ordinate represents the number of oc
currences.

jection line. The bounding box projection profiles
provide important information about the number of
bounding boxes aligned along the projection direc
tion. Figure 6(c) and 6(d) shows the horizontal and
vertical projection profiles of the bounding boxes in
Figure 6(b).

Step 3: Extraction of Text-Lines
In this step, our algorithm first determines the
textline direction of the page by analyzing both hor
izontal and vertical projection profiles. Once the
text-line direction of the page is determined, the
algorithm partitions the page bounding box into
textline bounding boxes.

If we take a careful look at the projection profiles
in Figure 6(c) and 6(d), it is clear that the text-lines
are horizontally oriented: Within the horizontal pro
jection profile, there are distinct high peaks and
deep valleys at somewhat regular intervals, whereas
within the vertical projection profile, there is no such
distinction. Since the bounding boxes are repre
sented by a list of coordinates of the two-points, the
text-lines are easily extracted. The result is shown

Step 4: Extraction of Words

In this step, the algorithm groups the bounding
boxes on each text-line (produced from the last step)
into bounding boxes of words.

Our algorithm first computes the projection pro
files within each of the textline bounding boxes.
Again, the units of the projection profile are bound
ing boxes, not pixels. Next, the algorithm considers
each of the projection profiles as a one-dimensional
gray-scale image, and threhsolds each of the images
to produce a binary image. The threshold value is
set to 1. Figure 6(h) shows projection profiles within
textlines and Figure 6(i) shows the corresponding bi
narized I-D profiles. Note that, during the binariza
tion, a symbol (or a broken symbol) with multiple
bounding boxes may be merged into one, as well
as, those adjacent symbols within the same text
line whose bounding boxes are overlapping with each
other. But this will not cause any problem in the re
sult of our word extraction process, since our algo
rithm extracts words by merging symbols' bounding
boxes to form words.

After binarization, the algorithm performs a mor
phological closing operation on each of the binarized
text-line projection profile with structuring element
of appropriate size (The fastest algorithm for one
dimensional morphological closing operation is in
troduced in the Appendix II). The length of the
structuring element is determined by analyzing the
distribution ofthe run-length of the zero's on the bi
narized text-line projection profile. In general, such
a run-length distribution is bi-modal. One mode
represents the inter-symbol spacing, and the other
represents the inter-word spacing. Figure 6(j) shows
the frequency distribution of inter-character spac
ings, The length of the structuring element is cho
sen between the two modes. As the result, the mor
phological closing operation closes spaces between
symbols, but not the spaces between words. (See
Figure 6(i) and 6(k)). Figure 6(1) shows the results
of this step.

In a printing process, each symbol is associated
with its width, the amount of space it occupies when
it appears in a text-line. In some fonts this spac
ing is constant, i.e., it does not vary from char
acter to character. These fonts are called fixed
pitch or monospaced fonts; they are used mainly for
typewrite-style printing. Most fonts used for high
quality typography, however, associate a different
width with each character. Such fonts are called
variable pitch fonts. In either case, most of alpha
betic languages are usually printed in such a way
that less spacing is put between consecutive char-
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(n) superimposition
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Figure 6: (continued) (m) text block bounding boxes, (n) superimposition oftext line bounding boxes and the
original image, (0) superimposition of text word bounding boxes and the original image, (p) superimposition
of text block bounding boxes and the original image.
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(h) vertical projection profiles
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Figure 6: (continued) (h) vertical projection profiles, (i) binarized vertical projection profiles, (j) inter
character spacing distribution (see Figure 3).

(k) closed binary vertical profiles
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Figure 6: (continued) (k) vertical projection profiles, (1) binarized vertical projection profiles.
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acters in a word while more spacing is put between
neighboring words on a text line. This fact can eas
ily be observed from the vertical projection profile
for each text line (Figure 6(h)).

Figure 6(j) shows the frequency distribution of
inter-character spacings, which are actually used in
the example text shown in Figure 6(a). As is ex
pected from the fact that more spacing is usually
placed between words rather than between charac
ters, the inter-character spacing distribution is usu
ally bimodal: The mode on the left side corresponds
to the inter-character spacings and the mode on the
right side to the inter-word spacings. In fixed pitch
typefaces such as the Courier typeface the separa
tion of two modes is outstanding while it is not so
in variable pitch typefaces such as the "Times Ro
man" typeface. Anyway, some value between the
two modes will function as a threshold value for word
extraction.

Characters may be kerned to improve their visual
spacing. Kerning is a modification to inter-character
spacing of text. Kerning is applied with proportion
ally spaced typefaces for purely visual reasons: ei
ther because it looks better, or because it improves
the legibility of the text [14]. When kerning occurs,
the bounding boxes of the characters to which kern
ing is applied will overlap, which is reflected on the
vertical projection profile (Figure 6(h)).

Sometimes, characters are decorated or accented as
can be seen, for 'example, in e. Such an accent is usu
ally found in a variety of foreign languages as well
as in mathematical expressions. Accented symbols
are composed of multiple components whose bound
ing boxes are aligned in the vertical direction. Also,
accentuation is reflected on the vertical projection
profile at a text line.

Step 5: Extraction of Paragraphs

In this step, the algorithm groups the bounding
boxes of the extracted text-lines into bounding boxes
of text-blocks.

There are four basic types of text line layout that
are in common use: centered, flush left, flush right,
and justified. These are also frequently referred to
as centered, left-justified, right-justified, and fully
justified.

Though a paragraph is a unit in the logical hierar
chy, its physical appearance is noticeable in a docu
ment image. Whatever justification has been used in
the preparation of a document, paragraphs are usu
ally made either by changing the justification of the
current text line or by putting more space between
two text lines, one of which is from the previous
paragraph and the other of which from the current
one. In the former case, one might usually indent
the first line of a paragraph of text.

Extraction of paragraphs should be primarily
based on the above two basic paragraph-breaking
methods. When a significant change in text-line
heights or in inter-text-line spacings occurs, we
might say that a new paragraph begins. The distri-
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butions of text-line heights and inter-text-line spac
ings (Figure 6(f) and 6(g)) together with the hori
zontal projection profile (Figure 6(c)) give us a clue
for this kind of paragraph breaking. If there is a
change in the text-line justification, we might say
that a new type of text block begins.

Let us take a look at Figure 6(a). The fourth line
is a displayed math zone, which is right-justified in
this example, and in the fourteenth text line, some
amount of indentation was placed, and therefore, a
new paragraph begins, and so on. Figure 6(m) shows
the text block bounding boxes for our example text,
which can be obtained merely by taking into con
sideration the above two basic text block breaking
methods. In Figure 6(n)-6(p) are shown superim
positions of the bounding boxes obtained as above
and the original image.
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Page Decomposition and Related Research
at the University of Maryland

Document Processing Group
University of Maryland, College Park, MD 20742

Abstract
Document image understanding at the University

of Maryland has covered a number of areas in recent
years. Most recently, work has been directed toward
the application of page segmentation and classifica
tion to very large heterogeneous databases of docu
ment images.

In this report, we present results from work on
several currently disjoint projects relating to page de
composition.

1 Introduction

This report overviews sponsored research in the doc
ument processing group performed over the past
year and a half. In Section 2 we present an approach
to layout independent page segmentation and in Sec
tion 3 a representation for generic document struc
ture. In Section 4 we highlight several other projects
of interest to the general community with extended
abstracts.

2 Multiscale Layout Independent
Page Segmentation

In this project we address the task oflayout indepen
dent physical page segmentation. In an attempt to
handle even the most difficult cases of segmentation,
we make few assumptions about the document's tex
tual and graphical attributes and layout structure.
The system is designed so that as hypotheses about
document components are generated and verified,
more domain specific processing may occur.

Page segmentation and layout analysis methods
described in the literature make use of well known
image processing tools which can be broadly classi
fied, depending on the nature of the precise appli
cation [1-6]. We see our approach as complemen
tary, since we make additional layout independent
assumptions.

In some applications it is desirable to have seg
mentation methods that do not assume a priori
knowledge about the content and attributes of text,
or about the boundaries of major blocks. Such ap
proaches should be robust to skew, noise and other
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degradations. Some of the difficulties which are com
mon in the general class of documents, and which
make these goals hard to obtain include:

• Noise and degradations caused by copying,
scanning, transmission or aging.

• Page skew and text regions with different orien
tations on the same page.

• Text regions touching or overlapping with image
and graphics components.

• Combinations of varying text and background
gray levels (e.g. inverted texts).

• Complex and irregular layout structures that
are common especially in non-technical docu
ments. Document objects may not have rectan
gular or even convex boundaries and one may
be embedded in others.

• Curved lines or multi-column pages where text
lines in the two columns pare not of the same
size and/or are not aligned.

• Differences in language, font sizes and other tex
tual attributes.

In our approach, text, image and graphics regions
in a document image are described as three classes
of textures. The approach can be justified by the
fact that humans can identify document objects eas
ily even from low resolution images or from distant
views of document page. This shows that the physi
cal segmentation of document is not detail or content
sensitive and like texture segmentation is a low level
vision process. Given the following considerations,
some of the existing texture segmentation techniques
[12-14] can be modified and used to identify these
regions on the page.

Our method is based on the fact that there is
some uncertainty associated with the local decisions
over small windows, due to the limited view of sig
nals and/or randomness and ambiguity inherent in
the problem. The alternative is using large win
dows which is not recommended because over larger
windows signals are highly non-stationary and the
corresponding features are resulted from averaging
over heterogeneous micro-structures and therefore
are less reliable. Also larger windows provide less



spatial resolution which is of great concern in seg
mentation schemes.

In the document domain, image sub-blocks may
contain text, picture and graphics sub-regions ad
jacent to, or overlapping, one another. Such situ
ations may occur on the boundaries, where for ex
ample, text lines come close to or touch image re
gions, or when there are major text regions in an
image or on graphs. For such cases it is not appro
priate, even for an optimally designed classifier, to
make hard (binary) local decisions. This shows an
inherent fuzziness of class membership which does
not come from the noise or randomness and it sup
ports our claim that soft local decisions are more
realistic and efficient. The uncertainties reflected in
soft decisions are then reduced by propagating and
integrating decisions made independently in a neigh
borhood within and across scales. A flowchart of the
system is shown in Figure 1.

Wavelet Decoposition
&

Feature Vector
Computation

I
Local Classification

(Compute Raw Votes/Scores)
Y[i]'s i=I,2,3

I

Vote Propagation
(within and across scales)

~V[i] = Y[i]. M

Integrate Soft Loca1Decisions

VIol [i] = V tot [i] + Sri]

I

[ Combined Vote Matrices ]
or "Vote Images"

l Majority Voting &
Confidence Estimation

t
Knowledge Based

Post-processing

Figure 1: Vote propagation and integration steps.

2.1 Wavelet Packet Basis
Wavelet packet analysis algorithms (wavelet trans
forms being special cases) allow us to perform adap
tive Fourier windowing directly in the time domain
by successive filtering of the signal into different fre
quency regions. The waveforms in the library are
mutually orthogonal and each of them is orthogonal
to all of its integer translates and dyadic rescaled
versions. The full collection of wavelet packets (in
cluding translates and rescaled versions) provides us
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with a library of "templates" or "notes" which are
matched "efficiently" to signals for analysis and syn
thesis.

We start with an exact Quadrature Mirror Filter
(QMF) h(n) satisfying

L h(n - 2k)h(n - 2£) =Ok,l , L h(n) =V2. (1)

We let gk = hk+l(_1)k and define the operations
Fi on £2(Z) into "£2(2Z)" by

Fo{sd(i) 2Lskhk-2i (2)

Fd Sk}(i) 2 L Skgk-2i

The map F(Sk) = FO(Sk) EEl F1(Sk) E £2(2Z) EEl
£2(2Z) results in an orthogonal "decomposition",
and satisfies the alias cancellation and perfect recon
struction conditions [7]. We now define the following
sequence of functions.

{
W2n(X) = v'2I:hkWn(2x - k) (3)
W2n+l(X) = v'2I:gkWn(2x - k)

A Wavelet Packet Basis [7] for L2(R) is
any orthonormal basis selected from the functions
2k / 2W

n(2
kt - j). The waveforms {W")'} are in

duced by three parameters I = {k, n, j} with physi
cal interpretations of scale, frequency (or sequency),
and position. These waveforms constitute our tree
structured basis. Each node in the tree represents
a subspace of its parent's space and each subspace
is the orthogonal direct sum of its two children. In
wavelet analysis of 2-D signals, for simplicity, L2(R2 )

is typically considered as a separable Hilbert space.
In filter bank implementation of wavelet packets the
assumption about separability of the signal space
results in separable filters along the row and col
umn directions [7]. Depending on the application,
the choice of a suitable wavelet packet tree can be
based on different criteria (Figure 2). Energy and
entropy based [7] as well as class separability [8, 9]
based algorithms for basis selection have been sug
gested. In the following experiments, without any
claim of optimality, a pyramidal wavelet transform
and an energy based wavelet packet tree are used. In
the following classification experiments, the wavelet
based features that are used are the second and third
central moments (J.1.2 and J.1.3) of the image sub bands
computed over small windows W on each subimage
of the transformed image.

2.2 Propagation and Integration of
Local Soft Decisions

Many signal/image processing tasks consist of local
processing of data followed by the combination of
results obtained from the local windows. Image seg
mentation and boundary detection are examples of
such tasks. On the other hand the recent success of
neural networks and fuzzy systems has reconfirmed
the fact that soft distributed decisions provide pow
erful and robust tools for dealing with uncertainty,
ambiguity, and randomness [10, 11].
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Figure 2: Two-dimensional Wavelet Transform 2D-WT (a) QMF filter bank structure for one level of 2D
WT, (b) corresponding subband decomposition, (c)two levels of 2D-WT, (d) feature vectors are computed
at each scale.

where Y. is the vote vector whose it h element is the
score or fit value associated with class i. This frame
work, along with proper training, provides the soft
local decisions.

We also assume that the information contained
in a block B about a region A is proportional to
the intersection area of Band A. As the image is
analyzed using windows of size Wand window shift
steps of size w, the area contained in each block
B is also partially covered by neighboring blocks.
Since analysis is performed at several scales, the area
in B is also covered by windows at each scale [11].
Therefore, the pattern of decision flow in space as
well as in scale has to be determined.

Based on our assumptions, we define a "Vote
Propagation Matrix" (VPM) M which shows how
much the vote of the window centered at s = (x, y)

Local decisions, which are inevitable in many sig
nal processing schemes, suffer from such ambiguities
and are not reliable on their own. There is therefore
a need to devise methods of resolving the ambiguity
and fuzziness of local decisions, in a consistent way,
by incorporating more and more "evidence" or "con
textual" information from the input signal or image.
Since a reliable hard decision cannot be achieved by
observation over a single small window, we suggest
that local soft decisions/scores be propagated and
integrated based on a weighting pattern in a neigh
borhood within each scale as well as across scales,
and that the majority of the combined votes be used
as a class identifier.

Assume that L classes of regions may be present in
the image. For example, in the document domain we
can set L = 3, corresponding to text, graphics and
image regions. Our classifier is a map F (.) , typically
non-linear and many-to-one, from the feature space
{Y., s = (i, j)} to the points in the "fuzzy" cube
[O,I]L. Thus

2.3 Knowledge-Based Biased Voting
In some applications we may wish to incorporate
constraints into our decisions based on a priori or de
rived knowledge about the domain. Although such
constraints are often considered at higher levels of

(7)

(8)

V(l*) = max(VCl)) ..
1 ',J

v(l*) - max(V(l»)· .
1;<:1* ',JConf.,

should affect or contribute to its neighbors:

Mi,j = 1- (Iii + Ijl)/8 + lijll82 for -8 < i,j < 8
(5)

(V)x+i,y+j = (V)x+i,y+j + Yx,y . Mi,j (6)

where 8 = w/W. The incremental vote LlVx+i ,y+j =
Yx,y . Mi,j is added to the vote of the corresponding
principal block (centered at location (i, j) relative to
the current block) to give its contribution to the sum
of the votes in that block. After one complete scan
of the image, the contributions of all neighboring
blocks in support of matrix M have thus been accu
mulated, and matrix vtot contains the combined vote
for each block of size w. Note that the vote (V)i,j is
a vector of L votes each corresponding to one class.
All "decisions" thus far have been expressed as real
numbers and no hard decision has been made.

To perform multi-resolution analysis we process
the image at different scales and combine the result
ing classifications. This is typically done from coarse
to fine: we start at low resolution and use higher res
olution where the confidence level is not satisfactory.
The combination of decisions can make use of the
fact that the windows of the low resolution image are
projections of larger areas of the high resolution im
age. One can thus similarly define an "Across-Scales
Vote Propagation Matrix"(ASVPM) based on over
lapping areas and add the relevant weighted votes.
The final majority votes and their confidence mea
sures are based on the accumulation of all soft de
cisions within and across scales and the closeness of
the best class candidates respectively:

(4)-+ (O,I]L
Y.

F: iRn

F(X.)
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Figure 3: Decision integration: (a) Soft decision vectors, (b) Decision propagation profile in a neighborhood,
(c) Weighted combination of soft decisions in the fuzzy decision square. Decisions outside the gray areas
have low levels of confidence.

processing, one may also utilize them at the early
stages of classification to get more reliable results. In
the context of the described majority vote method
this idea can easily be incorporated into the sys
tem, without increasing its complexity, by using a
biased voting scheme. An expectation of observing
a certain class of patterns in part of the scene is re
flected in a biased vote in favor of a particular class
within that region. In this case the system does not
start from an all-zero vote matrix Vtot , rather, at
each position, small non-zero initial votes are given
to classes that have been frequently observed in that
location. Thus we start from a non-zero vote matrix,
on top of which the votes are accumulated. The ini
tial vote may change during decision integration if
the combined decision strongly favors another class.
The method of "biased voting" based on prior ex
pectations, can be viewed as not starting from the
middle of the fuzzy decision cube (i.e. the most am
biguous point), but deviating from it toward one of
the corners; see Figure 3c. Note that if a hard de
cision is made in each block, instead of a soft de
cision, the suggested combination of votes at each
scale would be equivalent to a special form of me
dian filtering on the vote matrix.

2.4 Post-Processing
The spatial patterns of combined soft decisions
in the vote matrices directly reflect the locations,
shapes and classes of major document blocks. In
order to resolve ambiguity and obtain a more pre
cise segmentation, additional post-processing based
on knowledge about the structure of the document
may be required. The types of processing which can
be applied fall into two classes-class dependent and
class independent.

If the class of document (e.g. correspondence,
journal article, advertisement, ...), can be identi
fied, class dependent processing may proceed in a
top-down manner using a hypothesize and test ap
proach. We are able to use knowledge about the
expected layout to refine the segmentation, as well
as verify the document class hypothesis. As a gen
eral case, suppose a two-column structure is inferred
from a simple projection profile. Rectangular blocks
are then be fit to the text blocks and precise column
boundaries are identified. If an advertisement is hy-
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pothesized, polygonal or non-vertical rectangles may
be used as an initial estimate. In our current system
we apply a collection of rules which are derived from
class independent observations about documents.
By applying structural rules to the different regions,
one can hypothesize and eliminate "logically unde
sirable" gaps and small noise-like mis-classified re
gions. We establish a set of rules which suggest that
a text region is typically uniform, with no small inset
graphic or image components. Graphic or image re
gions are "large" relative to the line spacing and/or
font size. Graphic and image regions can have sub
ordinate text, but such strings are assumed to be on
the order of several symbols long. If text regions are
touching graphic components, they are assumed to
be part of the graphic component, and will be sep
arated later. Similarly, graphic and image regions
will not overlap and graphic regions having uniform
(possibly white-space) backgrounds. These proper
ties are enforced by applying morphological closing
operations each region to filter out noise which is
too small to constitute a valid document region. For
text regions, a 10-12 step operation is sufficient to
eliminate regions smaller then the largest symbols
in a 9pt font, scanned at 300 dpi. For graphic and
image regions, a larger kernel is used, eliminating
slightly larger regions. The resulting regions are ex
amined, and regions corresponding to "closed" holes
are eliminated. Since each region is processed sep
arately, there is no risk of merging multiple larger
regions. When the segmentation component is incor
porated into a more complete system which may in
clude logical analysis, higher level processing, based
on the local hypothesis, will also be used to identify
rectangular structures, lines of text, and subordinate
text regions when appropriate.

2.5 Experiments
To show the effectiveness of the suggested soft deci
sion integration method it has been applied to doc
ument page segmentation.

2.6 Input Representation and
Training Set

In the following experiments both wavelet transform
and wavelet packet decomposition are used as input



signal representation. In the first two examples, fea
tures are computed from a two-level wavelet trans
form. At each level, only detail subbands are used
and there is one classifier for each scale. The re
sult of classification at the two scales are combined.
In the other examples, features are selected using
separability measure on wavelet packet decomposi
tion. For these experiments, six features that con
tain the highest classification information, based on
the previously used separability measure, have been
selected and used.

The input data consist of several gray scale doc
ument pages scanned at 200 dpi and the input fea
tures are the second and third central moments (fJ.2
and fJ.3) of the image subbands computed over small
windows W on the decomposed image:

fJ.n(W) _1(L (J(z) -!w t)l/n (9)
IWI zEW

X {Xi = fJ.2(W;), (10)
z', = fJ.2(W;)/fJ.3(Wi)
i = 0, 1, ... , Nsubbands}

where Wi is the local window on the it h subband.
In each subband !(z) and !w are defined as the in
tensity value at location z and the average intensity
on window W centered at z, respectively,

The training set consists of about 200 samples
from each ofthe text, image and graphics sub-blocks.
These 16 x 16 pixel sub-blocks are extracted ran
domly from several document pages. In order to
avoid over-training, a "validation" set is used to test
the performance of the network, after every 10 iter
ations, during the training stage. As training pro
ceeds, errors on both the training and validation sets
decrease. Training is suspended as soon as the error
in the validation set starts increasing. If the desired
performance is achieved, the process stops; other
wise, part of the validation set is included in the
training set and training proceeds on the augmented
training set.

2.7 Network Description and
Training

In all of the experiments, multi-layer feed-forward
neural networks [15] are used as the soft classifiers
[16, 17]. The network consist of six input, eight hid
den and three output units. The input units are lin
ear, whereas the hidden and output units have sig
moid nonlinearities. A conjugate gradient method is
used for fast convergence of the supervised learning
algorithm [18].

The three outputs correspond to text, image, and
non-text non-image classes. In other words, any sub
block not identified as text or image is considered as
"graphics". Blank regions are detected separately
in a straightforward way. The outputs can take val
ues in [0,1] and the network is trained in such a
way that these outputs provide soft non-binary de
cisions about the class memberships of the input im
age blocks. This is essential because, as mentioned
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above, small regions may locally resemble more than
one class, or the image sub-block may be composed
of text, image or graphics subregions. In such cases,
during the training, outputs corresponding to text,
graphics and images are required to take target val
ues roughly in proportion to the fraction of block
area they occupy. Including such composite blocks
in the training set results in better performance on
the boundaries. If a decision integration stage is
used the result will be much less sensitive to these
adjustments.

Despite its significance, the effect of a suitable out
put representation is sometimes overlooked. In fact
in some cases, such as design and training of soft
decision based classifiers, choice of output represen
tation can be as important as that of input repre
sentation. In this experiment, in order to provide
the learning algorithm with a consistent set of input
output pairs the following procedure has been imple
mented: Assuming that the data in the training set
is labeled correctly and consistently, for any macro
pixel wand any class lone can compute the desired
soft decision for class-membership as:

'Vw E V LfTarget)(w) = I~I L I(Lab(x) = I) (11)
xEw

i.e., the relative number of pixels in the window la
beled as I. This form of target value computation is
consistent with our assumption in Equation 3.11 and
is a suitable means of determining soft local decisions
when mixed classes are present in the window, e.g.
overlapped and adjacent text and image components
in the area covered by w.

Figure 4: This example shows the effectiveness
of suggested scheme for cases where image and text
regions are very close to each other and regions do
not have rectangular or even convex boundaries. For
this example the results of prescribed post process
ing based on morphological operations are also illus
trated.

Figure 5: This example shows a very difficult sce
nario where text is embedded in the image i.e, where
different class of objects are overlapped. Even in this
case the suggested method provides good results.

2.8 Results and Discussion
The decision integration scheme has been success
fully used to identify text, images, and graphics ar
eas on a document page. Improved performance is
obtained by making soft decisions. The decision in
tegration method is advantageous when confident
hard decisions cannot be made because of poor fea
tures, resolution or windowing problems, noise, or
the inherent fuzziness of some classification tasks.
The scheme has yielded good results using simple
feature sets and classifiers. It is based on a ap
proach that can be applied to other segmentation
and classification problems. Almost all the compu
tations and decisions are made independently and in
parallel, without iterative stages. Thus the scheme is
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Figure 4: Irregular and non-convex image boundary very close to text.

(a) (b)

Figure 5: An example where text is embedded in image.

44



well adapted to fast implementation on distributed
architectures.
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3 Page Representation

Document understanding has attained a level of ma
turity that requires migration from ad-hoc experi
mental systems, each of which employs its own set of
assumptions and terms, into a solid, standard frame
of reference, with generic definitions that are agreed
upon by the document understanding community.

The logical structure of a document conveys se
mantic information that is beyond the document's
character string contents. To capture this additional
semantics, document understanding must relate the
document's physical layout to its logical structure.
This work provides a formal definition of the logi
cal structure of text-intensive documents. A generic
framework using a hierarchy of textons is described
for the interpretation of any text-intensive document
logical structure. The recursive definition of textons
provides a powerful and flexible tool that is not re
stricted by the size or complexity of the document.
Frames are analogously used as recursive constructs
for the physical structure description.

Papers covering all areas of document image anal
ysis can be found in the Proceedings of the 1991,
1993, and 1995 International Conference on Docu
ment Analysis and Recognition [ICDAR]; the 1992,
1993, 1994 and 1995 Annual Symposia on Docu
ment Analysis and Information Retrieval, sponsored
by the University of Nevada, Las Vegas; and the
International Conferences on Pattern Recognition
[ICPR]. For surveys of document image analysis
and document image understanding see (Casey and
Nagy, 1991) and (Tang et al. 1991).

3.1 Logical and Physical Document
Description

In order to describe a document's physical and log
ical characteristics consistently, it is advantageous
to first distinguish between the document's content
and its structure.

3.1.1 Document Content vs.
Document Structure

The content of a document is the information con
tained in the document, which is not bound to a par
ticular representation format. At the lowest level,
this information may include a stream of characters,
and these characters make up successively higher
order objects built on top of each other such as
words, sentences, paragraphs, etc., up to the com
plete document level.

The physical structure of a document is how
the document's content is laid out on the physical



medium. The same content can be organized in a
variety of ways and therefore can have many physi
cal layouts, which stem from different values of the
attributes of the physical components (point size,
line spacing, page size, etc.). The medium is tradi
tionally paper, but may be any visual host, such as
a computer screen or photographic film, which emu
lates the layout on the page. Bearing this extension
in mind, we refer to paper documents as the classical
representatives.

The logical structure of a document's content is
how the content is organized prior to the enforce
ment of a particular physical structure. A text
intensive document, for example, typically consists
of sentences, words and characters, and possibly
higher-order constructs such as sections and chap
ters for an article, or address block, body and signa
ture block for a business letter.

It is essential to note that the same content can
be viewed with respect to both physical structure
and logical structure. A major goal of this report is
to describe the two types of structure and how they
can interact.

3.1.2 Generic Document Structures
Text-intensive documents can be classified into

many types including books (Over most text books,
edited books, ... ) technical papers, correspondence
(business letters, memos, ... ), newspaper articles,
and conference proceedings. When attempting to
describe the structural relationships between docu
ment components, it is essential to provide a level of
abstraction, so as not to be caught up in the termi
nology associated with a specific type of document.
To this end, we define terms that are generic at both
the logical and physical levels. The generic docu
ment structure terminology allows us to define type
independent relationships among document compo
nents.

Following this rationale, we distinguish between
the generic (both logical and physical) document
structure and the instantiated generic document
structure. An instantiation of a generic structure al
lows us to begin discussing a particular class of docu
ment, and the relationships between known entities.
Such a distinction is in accordance with the basic
concepts of object-oriented analysis (OOA), where
objects are instances of their respective classes.

Terms such as column, line and symbol in the con
text of physical structure, or chapter, section, and
subsection in the context of logical structure, are in
stances of the generic terms we define below. Some
of them, such as the physical term "line" and the
logical term "sentence", are applicable to a large va
riety of documents, while others, such as the logical
term "session", are document-type-specific.

Finally, a specific structure (physical or logical)
refers to the structure of a single given document,
and describes the structure of that instance of the
document.
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3.1.3 Realizing Document Structures
The progression from generic to specific instances

of a document is fairly straightforward, but the abil
ity to reverse the process can be an important com
ponent of any analysis system. At the first level,
the object class "Document" is instantiated as to
its type, both physical and logical, according to the
document content. The structure of each instance
of the generic document is thus dependent on the
document's type.

By making such distinctions, it becomes possible
to prune the generic document tree to narrow the
analysis to a given document type. For example,
there is no use talking about a document's physical
component called "volume" or the logical component
"chapter" when the document under consideration is
of type "business letter". Such distinctions can be
made at an early point.

A second level of instantiation involves instantiat
ing the object class of a particular document type,
such as "Proceedings", to its specific structure, such
as "Proceedings of Document Analysis Systems '94
Conference" (Dengel and Spitz, 1994).

We do not attempt to provide a full classification
of all the text-intensive document types, let alone
the particular logical or physical structure of each
type. In the remainder of this section, however, we
do provide a set of definitions and tools that en
able this task to be done consistently and coherently,
along with a few examples.

3.1.4 Generic Physical Structure
Following are the definitions related to the generic

physical structure.

Frame - an area within a page of a document,
which may consist of a collection of (lower level)
frames and/or blocks.

Root Frame - a frame which encompasses the en
tire physical document.

Page - a frame which occupies a rectangular re
gion of a page, on which the document, or part
thereof, is physically recorded. A page is the
basic physical document object.

Page Set - a frame which consists of multiple
pages. An instance of a page set might be a
single volume or chapter, for example.

Block or Simple Frame - a terminal, lowest-level
frame, which, at the given level of granularity,
need not or cannot be further decomposed.

A frame is defined to be a recursive component,
as it may itself consist of one or more frames. A
block is the terminal frame, which defines a region
on the page and has content. Depending on the de
sired level of granularity, a block's content may cor
respond to a column, line, word, or character, for
example.

Each type of frame has an associated set of at
tributes. Information about a frame's location, po
sition on the page, justification, etc. is defined by its



attributes. For example, a character is characterized
by such attributes as font, boldness, point size, and
inclination; a line, by length; etc.

Being the leaves of the tree, only blocks have con
tent, while items higher in the hierarchy, which are
compound frames, are lists of pointers to lower-level
frames. The block's granularity must be at least
as fine as the smallest logical component to be de
scribed. Thus, for example, if the lowest-level logi
cal component is a word, then the block cannot be
a line-it must be at least a word, and it may be
a character. This data structure enables the recon
struction of the structure of a frame at each level.

Consider, for example, a paragraph which is split
over two pages, or a word which is split over two
columns. In both cases, a single logical component
(paragraph or word) is a combination of two frames,
which should be concatenated to yield the entire log
ical component.

If, on the other hand, a single physical co~ponent
is found to correspond to more than one logical ob
ject, such as the string "092596", which corresponds
to a date with three logical sub-components (month,
day, year), then the physical representa~ion ma~ ~e

subdivided to reflect the finer granularity. ThIS IS
quite rare, however, as the physical structure is nor
mally aimed at reflecting the logical one.

An instance of a text-intensive document may
have blocks and frames corresponding to a

Character - a block containing the image of a sym
bol in the document's language.

Word - a frame containing a group of one or more
aligned characters, separated by white space.
Word is both a logical object in a document (as
we define below), which conveys a certain mean
ing, and a physical object-the frame .(page
area) containing the union of its constituent
characters. If word is a block, then its content
is the image of the word, else it is a frame con
sisting of characters (each of which is a block),
with each character having its image. The spe
cializations of word are as follows:

Subword - a frame containing a group of one
or more aligned characters, which make up
the first part or the last part of a word.

Preword - a subword containing the first part
of a word. A preword is located at the end
of a line and ends with a hyphen.

Postword - a subword containing the last part
of a word. A postword is located at the be
ginning of a line and completes its preced
ing preword to a whole word.

Line - a frame containing 1) a collection of one or
more aligned words and 2) at most one preword
and at most one postword.

Stack - a frame containing a collection of one
or more lines stacked on top of each other
and possibly separated by a non-empty white
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space, such that its logical content is one
paragraph! at most.

Column - a frame containing a collection of one
or more stacks on top of each other. A page
may contain one or more columns. In struc
tured documents, this number is generally fixed
throughout the document.

3.1.5 Generic Logical Structure
Like the physical structure, which is represented

as a hierarchy of frames, the generic logical structure
is similarly viewed as a tree, in which the leaves are
typically the characters, or symbols, and the root is
the entire document. This structure is depicted in
Figure 6.

To be able to describe generically the logical docu
ment hierarchy that is not restricted by a particular
number of levels and associated level names, such as
"section" and "chapter", we define the term "tex
ton" as the logical analog of "frame" .

Texton - a logical component of a text-intensive
document, which consists of one or more (lower
level) textons or simple textons.

Root Texton - a texton which is the entire docu
ment.
Examples of root textons include book, encyclo
pedia, concordance, dictionary, journal, news
paper, magazine, report, scientific paper, cover
letter and business letter.

Simple Texton - a logical component of a text
intensive document, which is not further di
vided.
Instances of a simple texton are paragraph, sen
tence, phrase, word and character. If, for ex
ample, word is the simple texton in a particular
document, then any subcomponent such as a
character is a primitive texton document.

Compound Texton - a texton consisting of a dis
tinct header, body, and. optional trailer.
An example of a compound texton is a section
of a document, which has a header (the sec
tion head), a body (the set of paragraphs), and
no trailer. Another, less obvious example of
a compound texton is a signature block in a
letter, which contains a header (the closing), a
body (the signature), and a trailer (the printed
name).

As shown in Figure 6, scanning the logical struc
ture from the top down, the entire document (ency
clopedia, book, article, business letter, etc.) is the
root texton-the root of the tree. Below it is a vary
ing number of levels of textons. The black triangle
along the paths connecting a whole to its parts in
Figure 6 is the aggregation symbol (Dori, 1995).

Texton is the logical analog of the physical frame.
Like frame, the definition of texton is recursive, and
the halting condition is that the constituent texton

1Paragraph is a logical term defined below.



is a simple texton, i.e., the base logical unit, typi
cally a character. The recursive definition of texton
encompasses the entire spectrum of logical levels in
any text-intensive document, just as the root frame
encompasses all the physical levels.

Instances of a texton, in a text-intensive docu
ment, include:

Character - a texton which is a symbol in the doc
ument's language. Normally, character is a ba
sic texton.

Word - a texton containing a sequence of one or
more characters, which has some meaning in the
document's language.

As we have noted, both character and word have
logical as well as physical definitions. The difference
between a logical character and a physical charac
ter is that a logical character is the symbol itself,
while a physical character is the image representa
tion of the logical character. Likewise, the differ
ence between a logical word and a physical word is
that a logical word is a semantic-conveying object,
while a physical word can be considered either as
the image representation of the logical word or as
an ordered collection of its comprising physical char
acters. Note that there is no logical analog to the
physical term subword, whose existence stems from
spatial arrangement considerations.

We continue with the definitions of higher-level
textons.

Phrase - a texton which is a meaningful collection
of one or more words that do not necessarily
form a complete grammatical sentence.
Examples of phrases include a title of a docu
ment or part thereof, a name of a person or an
organization, an address, or a (possibly nested)
itemized list of such entities.

Sentence - a meaningful collection of one or more
phrases which correspond to a valid grammati
cal sentence, complete with punctuation.

Paragraphon - a texton which is a generalization
of a paragraph. It consists of a group of one or
more sentences and/or phrases.
Each one of the items above is an example of
a paragraphon, where the title is a phrase, and
it is followed by another phrase and optional
sentence(s).

Unlike character and word, higher-level textons
have different names than the corresponding frames,
because the physical structure departs from the log
ical one, and the correspondence becomes more and
more fuzzy as we climb up the two hierarchies. Thus,
above word at the physical level is the frame called
line, while the corresponding textons at the logical
level are phrase and sentence. However, it is obvi
ously unlikely that a single sentence occupies exactly
one line. At the next level up, paragraphon is analo
gous to stack, but again, the correspondence is only
partial, because a paragraphon may stretch across
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Figure 6: The logical structure of a document de
scribed as a tree

more than one stack, if it starts at the end of a col
umn and ends at the first stack of the next column,
or even across several whole columns and pages.

At yet higher levels, the relationships between tex
tons and frames are type-dependent. For example,
the texton chapter in a textbook normally starts at
a new page, as does a paper in a proceedings.

A document may contain logical elements which
are referenced from multiple independent points
within the document itself. They are often self con
tained logical units (i.e., textons) and should be
treated as such. To handle such components, we
define a referenced texton.

Referenced Texton - a graphic or textual texton
which is referenced from the document.
Examples of referenced components include fig
ures, appendices, footnotes, citations, continu
ation text bodies (e.g. in newspapers) and even
complete documents. The header of a texton is
a label or identifier which is "referenced" by a
pointer.

Pointer - a referencing texton pointing from the
main text of the document to the referenced
texton. This pointer is typically a phrase or a
sentence, such as "continued on page 5, column
3", "see Figure X", or "(Author, 1995)".

Graphon - a referenced texton in a document
whose nature is mainly non-textual, and whose
function is to illustrate, explain or demonstrate
the text. Examples of graphons are line draw
ings (engineering drawings or art-line), half
tones, photographic (black and white or color)
images, maps, diagrams, charts, tables, etc. 2

In graphons, if text exists, it supplements or
enhances the graphic. A graphon has graphic

2 A table is a boundary case between text and graphon.
We classify it as a graphon, because even though it contains
text. the text normally does not have a definite linear reading
order and it is normally enclosed within graphics-the lines
that separate rows and columns.
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Figure 7: The object-process diagram of the generic
logical structure of a text intensive document

(imagery or geometric) contents and an optional
caption, which itself is a texton, and consists of
a mandatory caption header(the graphon identi
fier), and an optional caption body(the textual
title or explanation of the graphon). The cap
tion header is mandatory, because it serves as a
reference and is pointed to by the text.
Since a graphon, like the figures in this doc
ument, normally occupies a considerable por
tion of the page area, the physical location of
a graphon is frequently allowed to float in the
neighborhood of where it is referred to in the
main text for the first time.

Finally, in addition to the hierarchical structure
given by the recursive definition of the texton, the
logical structure must also preserve the reading or
der.

Reading order - the order in which the characters
or symbols in a text-intensive document must
be traversed for the document to be correctly
understood.

The reading order corresponds to a depth-first
visit of the document's logical structure. Reading
order normally makes sense only within and between
the text-intensive components of a document. In the
case of referenced textons, the texton appears phys
ically only once, but may appear logically at many
locations. A pointer denotes the logical appearance,

49

so the reading order follows a round-trip "visit" to
the referenced texton.

Graphons tend to "float" and can be referenced
from multiple locations in the main text. Hence, like
any referenced texton, the read-order is preserved by
requiring a visit from the reference pointer (typically
a phrase) to the graphon and back.

Document Complexity

We have seen that a text-intensive document has
a hierarchy whose textons depend partially on the
document's logical type and may represent chapters,
sections, subsections, parts, etc. Hence, the number
of texton levels in a document is finite, normally
not greater than 10. This number depends on the
nature of the document and indicates its structural
complexity. The numbering of the levels is bottom
up, with zero assigned to the character level.

The logical complexity of a document is the level
number of the document's root texton.

Consider, for example, a journal paper, whose
body consists of sections. The body of each sec
tion is a paragraphon. Assigning the level numbers
0, 1, and 2 to the character, word, and sentence lev
els, respectively, a paragraphon is a level 3 texton ,
and the entire document is a level 4 texton. Hence
the complexity of this document is 4. If at least one
of the sections is divided into subsections, and no
subsection is divided into sub-subsection, then the
document complexity is 5.

Although usually there is a relation between the
document's size and its complexity, these two terms
should not be confused. The size can be measured
by the number of pages, words or characters. A dic
tionary, for example, may be a very large document,
but its complexity is not necessarily high. Similarly,
an outline may be relatively small, but may have
much higher logical complexity.

Simple and Compound Textons

Having defined textons and their roles in the doc
ument logical structure, we turn to a more abstract
and comprehensive description of logical document
layout than the one given in Figure 6. Figure 7 is an
object-process diagram, or OPD (Dori et al. 1995;
Dori, 1995), which describes the structure of a doc
ument.

The object Document is a specialization of a Tex
ton, which is the root of the structure. This is de
noted by the generalization symbol-the blank tri
angle going from Texton to Document. Texton is
a generalization of Compound Texton and Simple
Texton. This is denoted by the blank triangle from
Texton to both Compound Texton and Simple Tex
ton in Figure 7. A simple texton is a generalization
of a paragraphon.

A character is defined to be a level 0 texton. A
word is a level 1 texton, as it consists of one or more
characters, and a sentence is a level 2 texton. A



simple texton in the main text of the document is
therefore a level 3 texton. Below it in the main text
reside the sentence or phrase (level 2 texton), the
word (level 1 texton), and the character (level 0 tex
ton). As we show below, these level numbers may
vary for side text, such as the table of contents in a
book.

Although in the simplest form, one may conceive
of a primitive document consisting of a single char
acter, perhaps conveying a coded message, a single
word document, a single-sentence/phrase document,
or single-paragraph document, we consider the sim
plest document to be document which is a compound
texton. Therefore, the minimal complexity of any
document is 4. A simple document, such as a stan
dard business letter, is an example of a level-4 doc
ument. It has a header (sender and recipient iden
tification and subject), a body (one or more para
graphs: level 3 textons), and a trailer (salutation,
signature, etc).

The black triangle between Compound Texton on
one hand, and Header, Body, and Trailer on the
other hand, is an aggregation (whole-part) relation,
expressing the fact that a compound texton consists
of these three parts. The default cardinality (par
ticipation constraint) of the aggregation symbol is
(1..1):(1..1), i.e., exactly one (minimum 1 and max
imum 1) part for exactly one whole.

Consider a texton of level n. The cardinality of
the header of this texton is 1, i.e., there is exactly
one texton of level n - 1 which is the header of the
level n texton. The cardinality of the texton's body
is 1..m, meaning that there are between 1 and many
textons of level n - 1 in the body of the level n tex
ton. Finally, the cardinality of the (optional) tex
ton's trailer is 0..1, i.e., there is at most one text on
of level n - 1 functioning as the trailer of the level
n texton. The "0..1" next to Trailer indicates that
Trailer is optional. In other words, a texton has ei
ther two or three parts and must have exactly one
Header, one Body and at most one Trailer. In sum
mary, Header has exactly one texton, Body has a
number of textons between 1 and many (denoted
"1..m" in Figure 7) textons, and Trailer, if it exists,
has one texton.

For example, a section in a paper is a compound
texton. It has a header (the section title); a body,
consisting of one or more paragraphons; and no
trailer. As another example, a textbook is a com
pound texton, whose header is everything from the
beginning of the book to the beginning of the first
chapter. The body of the book consists of a number
of chapters and its trailer is everything from the end
of the last chapter to the end of the book (appen
dices, glossary, index, etc.).

The Recursion in Texton Definition; the
Body Path

Since Compound Texton is Texton, and Com
pound Texton has Header, Body and Trailer, each
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having at least one Texton, we get a recursive defini
tion. As in any recursion, to avoid infinite looping,
a halting condition must exist. The halting condi
tion, as expressed in the object-process diagram of
Figure 7, occurs when the textons of Header, Body
and Trailer of the Compound Texton are all Sim
ple Textons. When a texton is simple, the recursion
stops, because from this level downward, we descend
through the phrase level and the word level down
to the character level. In the case of a referenced
texton, the pointer-a Simple Texton in the main
text-links it to preserve the reading order, while
the referenced texton itself is a Compound Texton,
whose header is the identifier the pointer points to.

Body Path - is the path in the tree structure go-
ing from the root node-the entire document
through successively decreasing levels of com
pound textons, all the way down to the sim
ple texton (the paragraphon level), such that
the path always visits the body of each texton.
Since by definition any compound texton has a
body, such a path is guaranteed to exist, and it
is unique.

The level of a character, which is the last node
the leaf-along the body path, is defined to be zero.
This implies that along the body path the level num
ber of a word is one, the sentence/phrase level is
two, and the level of the paragraphon-the simple
texton-is three. Note that these numbers are not
necessarily the same for characters, words, sentences
and paragraphs which are not nodes along the body
path. As we show in the example below, the level
numbers may be higher or lower than the ones along
the body path, depending on whether the path from
the top texton (the document level) is longer or
shorter than the length of the body path. The fact
that of the three compound texton parts only two
are mandatory gives rise to a 2-3 tree structure, as
we demonstrate in the example in the next section.

DAS94 Proceedings-a case in point

To demonstrate the use of the concepts and terms
presented above, and to show how document com
plexity is defined, consider the document Proceed
ings of DAS94 (Dengel and Spitz, 1994). The struc
ture of the document is described in Figure 8. The
structure is detailed down to the Simple Texton
level. Since a compound texton may have either
three parts (Header, Body, and Trailer) or two parts
(Header and Body), the resulting structure in Figure
8 is a 2-3 tree.

As indicated in the legend of Figure 8, the body
path is marked by thick line segments. The level
numbers are written in parentheses next to the
corresponding textons along the path. The body
path visits the nodes "Proceedings of DAS94" , "Ses
sion" , "Paper", "Section", "Subsection", and "Para
graph" , in that order. Assigning the number 3 to the
paragraph level and counting up we find that "Sub
section" is at level 4, "Section" is at level 5, "Paper"
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Figure 8: An OPD describing an instance of a generic logical structure-the Proceedings of DAS'94 (Dengel
and Spitz, 1994)

is at level 6, "Session" is at level 7, and the entire
document, "Proceedings of DAS94", is at level 8.
Hence the complexity of this document is 8.

As a compound texton, "Proceedings of DAS94"
has a header, a body and a trailer. The header is
a level 7 texton, which, in turn, consists of three
level 6 texton: a header-"Front Page" and "Copy
right note", a body-"Chairmen's Message", and a
trailer-"Table of Contents". Chairmen's Message
consists of a level 5 header-the title "Chairmen's
Message," a level 5 body, consisting of seven level 4
paragraphons, and a level 5 trailer, containing two
level 4 paragraphons. The first phrase is "Kasier
slautern, October 1994," and the second is the names
of the two document editors. As we see here, both
the paragraphs and the phrases, which are basic tex
tons, are at level 4 rather than 3. The reason is that
the path traversed here is not the body path. As
already noted, a basic texton is guaranteed to be
at level 3 only when it is on the body path. In
other paths it may be more (as here) or less than
3. The path that ends with "Author", "Affiliation",
and "Address", for example, is the longest one. It is
longer by two edges than the body path. Therefore
"Address", which is a simple texton, is a level 1 tex
ton in this case, as shown at the bottom of Figure
8. Table of Contents is a level 6 texton, consisting
of a header-the title "Table of Contents," a body,
and no trailer. The body of the Table of Contents
consists of eight items. Each item is a level 5 texton
called Session Contents. It has a header-session
number and name, a body-a phrase (itemized list)
of three level 4 items, each called Paper Details, and

51

no trailer. Each Paper Details item is a level 3 tex
ton. It consists of three paragraphons, each contain
ing a single phrase. The first phrase is the paper
name, the second phrase is the author name, and
the third phrase is the page number.

In most of the papers, Section consists directly
of paragraphs, but several papers have subsections
(see for example page 139 in the document). To
accommodate this variability, we add the condition
"if mil = 0" along the aggregation link from Section
to Paragraph in Figure 8, where mil is the number of
subsections in a section. This means that if there are
no subsections in the section, then Section consists
directly of paragraphs.

3.1.6 Relating Physical and Logical
Structure

Having defined generic terminology for both log
ical and physical structure, it is straightforward to
relate the two at the content level, in most cases.
Figure 9 shows the structure of a simple document,
a multiple page chapter. The chapter is a com
pound texton, with a header (title) and two body
components (one abstract and one section). The
abstract is a simple texton and the section is a
compound texton, consisting of two simple textons
(paragraphons) .

The physical structure subdivides the document
into rectangular blocks. The content is shared in
both structures. Note that the structure allows log
ical components (i.e., the abstract) to be split over
two pages. For most documents, the logical com
plexity will be higher.
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4 Other Topics

Short descriptions of several recent projects are in
cluded below. Additional information and papers
about these and other topics can be found on the
WWW page http://documents.cfar.umd.edu.

4.1 Handwriting Analysis
The purpose of this research is to advance auto
mated recognition of handwritten Latin text. Two
key factors which significantly effect the performance
of recognition systems are segmentation and classi
fication. To achieve an acceptable level of perfor
mance, we are exploring ways to perform segmenta
tion and classification concurrently.

The current approach uses model-based stroke de
tection. To simplify the problem, we assume we are
given a model in the form of a set of strokes that
are typical of a specific writer. Since the model rep
resents uncorrupted strokes, including what may be
classified in the image as retraced strokes, we have
an added dimension to aid in the segmentation of the
image. Using a model-guided approach, we classify
strokes simultaneously based on the model. Once an
understanding of the script writing of specific indi
viduals is achieved we may extend this approach to
generalized script writing.

The current method which identifies strokes is an
energy-based line follower. This method follows an
unbroken line segment until it arrives at an am
biguous region (or junction), then performs e~ergy

minimization to obtain the ideal traversal. ThIS en
ergy is calculated by considering a combinati.on of
factors which involve the image and model mfor
mation. Matching of the traversed stroke with the

3.2 Summary

Logical Structure

Figure 9: A sparse schematic representation of the
physical and logical structure of the content of a doc
ument "chapter".
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The structure of a document conveys semantic infor
mation that is beyond its character string contents.
To capture this additional semantics, document un
derstanding must perform a reverse encoding of the
document and relate the physical layout to the log
ical structure. This work has proposed a formal
generic framework for the definition and interpreta
tion of any text-intensive document's physical and
logical structure, that is not restricted b~ the size
or complexity of the document. The physical docu
ment is described by a hierarchy of frames and the
logical structure of text-intensive document~ ~s de
scribed as a hierarchy of textons. The definition of
textons provides a powerful and flexible tool for doc
ument logical structure analysis. We also propose a
method for determining quantitatively, in an objec
tive, reproducible, and unbiased way, the complexity
of such documents.

We have also presented a description of a new and
powerful document attribute format specificati?n,
DAFS which provides mechanisms for representmg
and m'aintaining both physical and logical informa
tion during the reverse encoding process, and have
shown how it can be used to relate logical and phys
ical structure at the content level.

**This work done in conjunction with researchers
at the Technion and the University of Washington.
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model gives us an estimate of the direction. A suc
cessful segmentation results in a valid classification
for unambiguous strokes. Our method has shown
promise on simple numerals but needs improvement
for generalized segmentation.

Snakes can be used to further integrate the seg
menter with the recognizer. Snakes are adaptive
splines which allow graceful degradation with in
creased deviation from a model. Minimum degrada
tion can be tuned to allow for a set of known devi
ations over other unlikely deviations, in an attempt
to maximize overall performance. The set of snakes
were model-based only in terms of the allowed set
of deviations. We plan to introduce a model spline
along with a tunable degradation model.

4.2 Hybrid Thinning
One difficulty with many pixel-wise thinning algo
rithms is that they produce unacceptable results at
junction points, or in the presence of cont~ur n.o~se.

The primary advantages are speed and simplicity,
but such approaches suffer greatly from their my
opic view of the data. Non-local algorithms, on the
other hand, can perform much better on intersect
ing or noisy strokes, but can also be complex and
prohibitively slow.

In response, we present a novel approach to de
tecting ambiguous regions in a thinned image. The
method uses the reconstructability properties of ap
propriate thinning algorithms to reverse the thinning
process and automatically detect those pixels which
may have resulted from more then one stroke in the
image. The ambiguous regions are then interpreted
and reconstructed using domain specific or derived
contextual information. The approach has the ad
vantage of using local methods to rapidly identify
strokes (or regions) which have been thinned cor
rectly and allowing more detailed analysis based on
non-local methods in the remaining regions.

We have developed a hybrid approach to extract
ing the skeleton of a binary pattern that has two ad
vantages: First, the ability to quickly identify those
areas of the pattern that were successfully thinned
using local methods and those where ambiguity.ex
ists. Second, the ability to perform a more detailed
evaluation, using context, in areas that were not suc
cessfully thinned. This algorithm can detect and re
duce the number of erroneous "spurs", reduce sensi
tivity to thresholding, and reduce sensitivity to local
noise.

The hybrid algorithm uses local methods to per
form an initial skeletonization of the image. Strokes
which are elongated and have slowly varying width
are thinned correctly. By growing the thinned
strokes back to their original width, again using a lo
cal process, we can identify regions which may have
resulted from more then one stroke, and label them
as ambiguous. Non-local methods are then used for
only these regions.

Figure 10 shows three examples.
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4.3 Synthetic Data for Text
Understanding

In this project, we describe work on a system for
modeling errors in the output of OCR systems. The
project is motivated by the desire to evaluate the
performance of various text analysis systems un
der varying, yet controlled conditions. We have de
scribed a set of symbol and page models which are
used to degrade an ideal text by introducing errors
which typically occur during scanning, decomposi
tion and recognition of document images. A first
generation of the software implements the page mod
els and allows the use of transition probabilities, ei
ther extracted from real data or generated synthet
ically, to corrupt text.

It is often advantageous to use synthetic data for
any component of a large system whose input data
may be noisy or otherwise unpredictable. For such
systems, the amount of data necessary to cover a
sufficient cross section of the possible inputs may
be prohibitive. For example, in document image un
derstanding systems, the input is typically a scanned
image of a physical document. The types of degra
dations which appear in the input data may be intro
duced during the production, manipulation or imag
ing of the original "ideal document". Although ex
amples of degradations from any given source can
typically be obtained, obtaining a given combina
tion of degradations with known magnitude may be
difficult. In many domains, the cost of data capture
alone can be enormous, and the results still may
not represent a useful distribution of expected in
puts. The document understanding community is
benefiting from a number of approaches to model
ing character image and page image distortions and
degradations [1-3, 7]).

We are developing a system which makes use of
enhanced synthetic data for the development and
testing of information retrieval (IR) and related text
analysis systems. There have been several recent pa
pers which explore the effects of OCR errors on IR
accuracy. Croft et al. [4] have considered the effects
of different commercially available OCR systems on
retrieval accuracy. They concluded that devices with
high word OCR rates have minimal effect on re
trieval, but as word recognition rates decrease, a sig
nificant decrease in retrieval is observed, especially
in short documents. More specifically, Taghva et al.
[5] evaluated the effect of OCR errors on the vector
space model for IR. They found that although the
average precision and recall from the vector space
model are not significantly affected by common OCR
errors, when different weighting schemes are applied,
the rankings observed between the OCR version and
a "corrected" version are affected. Finally, Taghva
et al. [6] showed that the difference in performance of
a set of queries on an OCR database and a corrected
version is not significant.

We explore the development of models for OCR
output, independent of the ultimate analysis task.
We use the current perceived state of OCR and doc-
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Figure 10: Examples - Row 1: pixelwise method, Row 2: hybrid method

ument analysis technology, including types of errors,
to define the classes of models. We present a method
for defining symbol set independent classifier models
and give several examples, and we describe several
page models. We provide a software tool-box (avail
able upon request) which can be used to model a se
ries of symbol level and page level events which are
common and may result in errors being produced by
the OCR system.

4.4 Text Image Compression

In ongoing research, we are developing SCODI, a
system for the compression of text intensive docu
ment images. The primary objective of the system
is to provide an encoded version of either a single or
multi-page document image. A secondary objective
is to provide an encoding which allows near random
access of regions within the image and facilitates tra
ditional document processing operations.

We describe an encoding procedure which makes
use of the redundancy in the symbol bitmaps. The
system uses an efficient representation which allows
algorithms for tasks such as skew detection, segmen
tation, block classification, and keyword searching to
be performed without requiring a complete decoding
of the image.

It is generally agreed that maintaining a scanned
document in image form is necessary to avoid both
the high cost of manual conversion and the introduc
tion of a large numbers of errors during automatic
segmentation, OCR and/or graphics interpretation.
In addition, if we require that we be able to regener
ate the original image with arbitrary precision, even
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partial OCR with an ASCII representation is not an
option.

Text intensive document images typically have a
great deal of redundancy in the bitmap representa
tion of symbols. We attempt to make use of this re
dundancy by encoding sets of similar symbols once,
and representing symbol by the encoded representa
tive and a difference. Typically the differences will
represent noise on the symbol boundary due to quan
tization. If this noise can be characterized, we can
provide a lossy scheme which ignores these extrane
ous pixels.

In our approach, small regions are believed to cor
respond to textual symbols are identified in the im
age. They are clustered and a template is created for
each appropriate cluster. The regions are then rep
resented uniquely by a combination of this template,
its location in the original image and an encoding of
the difference between the template and the origi
nal image. Tiles are used to encode non-symbol-like
regions.

Clearly, the compression ratio is dependent on
having documents which are large enough to con
tain multiple instances of the same symbol, and on
having noise levels low enough so that difference en
coding is minimal. We anticipate the largest com
pression to occur on multi-page documents in which
the relative overhead is reduced.
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Abstract

Document classification and functional decomposi
tion are key components for processing heterogeneous
batches of documents. We describe our approach and
recent results in both these endeavors. Classifica
tion is performed in two steps: first, the document
is sorted by the number of columns and second, func
tionallandmarks are detected to determine the class.
Two methods for functional decomposition are also
described: one, using content (or text-based) clues
and the other using only geometric clues. Results
for classification and functional decomposition are
provided for business documents.

1 Introduction

This paper describes extensions to the Intelligent
Document Understanding System (IDUS)[l1] in the
areas of document classification and functional de
composition. Our development goal is to find single
page business documents from heterogeneous docu
ment batches and decompose these documents into
their functional components. This decomposition
enables sophisticated retrieval operations in which
one can pose queries (such as the one in Figure 1)
based on content and/or document objects and the
roles they play.

Documents in the business domain (such as busi
ness letters and memoranda) are rich in meta
information such as sender, recipient, date, page
numbers, etc., as well as the main body content
which usually contains the topical information. Al
though the business domain is constrained in the
sense that there is a basic underlying organizing
principle, there is enough variation in layout due to
writer's style, non-native authors and cultural dif
ferences, that the problem is quite challenging.

Several other systems have addressed the issue
of functional decomposition of documents [1, 5, 6],
some specifically for business letters [3-5, 7, 8]. In
general our environment seems to be more "uncon
strained" than in other systems. We are quite liberal
in our definition of ''business document" as we are
not tied to any particular method or result of phys
ical segmentation, do not rely on a database of an-
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ticipated recipients, and do not expect there to be
a one-to-one correspondence between physical seg
ments and functional components. Again, this is due
to the wide range of style and cultural differences.

The document classifier and functional decompo
sition modules were developed within the framework
of the IDUS system [10, 11]. IDUS consists of com
ponents for layout analysis: physical, logical and
functional decomposition. We distinguish between
logical and functional decomposition in the follow
ing way. Logical organization groups physical com
ponents appropriately (e.g., into articles on a news
paper page) and sequences them in the correct read
ing order for further text analysis. Functional de
composition discovers the underlying functional role
of each component (e.g., title, inside address, date)
within an article or document. After processing, ar
ticles/documents may be stored in a corpus for sub
sequent retrieval.

The classifier is discussed in Section 2 and Sec
tion 3 details the functional analysis component. Re
suIts and system performance are presented in Sec
tion 4.

2 Document Classifier

A document classifier plays two important roles in
a document analysis system: one, to find particular
class or classes of documents and two, to sort all
documents into classes by type (such as newspapers,
business letters, or technical journals).

The classifier architecture (Figure 2) is a two-layer
hierarchy, designed to classify one-page documents
(or classify multiple page documents from their first
pages). Full details are provided in [12] and summa
rized here.

The document is first sorted by the number of
columns in the document. In some instances (such
as technical journal articles) a class may have more
than one column configuration, but for many classes
(such as business letter or memorandum as a one
column document or a newspaper page as a "more
than two" column document) it is unlikely for the
document to fall into more than one class.

After column detection, the document is passed to
all classification engines which fall under the same
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Figure 1: Document database query using functional decomposition.

Column Detection

3 Funcnional Decomposition

For our main thrust - English-language business let
ters - two approaches to functional decomposition
were undertaken. Initially, we worked on a content
based approach, which while also taking positional
knowledge into account, focused on string matching
of keywords associated with particular components
and thus required OCR. This had the advantage of
being able to find functional components embedded
within physical segments, but bore the disadvantage
of being computationally expensive. Fuller coverage

ment could reasonably be classified as either a mem
orandum or a business letter. For example, the doc
ument contained a salutation typical of a business
letter (e.g., Dear J. Doe), but also header fields
typical of a memorandum (e.g., Re: Heeting on
Friday). Because of this type of ambiguity and the
anticipation of adding more classes, conflict resolu
tion will become imperative in the future.

The lower layer of the classifier uses the presence
of functional components as discriminating features.
In order to determine the most likely features for
each class, we ran the test data through our content
based functional analysis module (Section 3.1) and
scored the frequency of each component's occurrence
for the true class and false class data. We chose
landmarks that were very likely to occur in the true
class and much less likely to occur in the false class.

The rules to compute these functional components
were decoupled from the functional module and ap
plied separately for classification. However, no posi
tional relational information (such as "the title block
in a journal article is above the author block") was
used in order to keep the decision schemes as sim
ple and fast as possible. If the original rules as im
plemented in the functional analyzer contained any
inter-component dependencies, these dependencies
were removed from the classifier version of the rules.

The classifier has been designed for English-,
French- and German-language business letters and
English-language memoranda.

UNKNOWN

CLASS
N

r-:;-l
~

assifier

CLASS
3

CLASS CLASS
1 2

Figure 2: Two-layer document classifier.

In the classifier, if a document contains a partic
ular number of the landmarks for a class (this num
ber can vary for the class), then it is categorized
as that class. Currently, it is possible to label a
document as belonging to more than one class, al
though plans to implement conflict resolution are in
progress. We found one or two cases where a docu-

column configuration. Each classification engine is
based on the presence of key functional components
or landmarks for a particular class. The output
of each classification engine is either yes or no. If
none of the functional classification engines produces
an output, we implement a backtracking mecha
nism which tests all remaining classes (regardless
of column configuration). After this second pass,
if none of the remaining functional classification en
gines produce a positive output, the document is
classified as unknown.
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to this approach is given in [9] and a summary is
provided in Section 3.l.

Our current pursuit is a geometric-based ap
proach, which is OCR independent and executes
quickly, but completely relies on the physical seg
mentation. Intra-object knowledge is implemented
via fuzzy logic; inter-object knowledge with stan
dard predicates. Section 3.2 provides coverage of
this method.

3.1 Content-based Approach
After scanning, our initial step is a physical seg
mentation to obtain objects on which to test func
tionallabeling rules. As we will show, we do not as
sume a one-to-one correspondence between physical
segments and functional components. In fact, this
method seeks functional components even if they are
"buried" inside physical segments or span multiple
physical segments. Functional labels are mapped to
physical segments (or portions) via a process whose
rules include intra- and inter-object knowledge of
various kinds.

Inferencing is carried out in four phases as follows:

• In Phase 0 we perform initialization including
determination of column boundaries [13],which
gives us the width of the content fill (as op
posed to the stationery frame) and allows us to
preliminarily identify and set aside likely body
blocks. In addition we seek certain "landmark"
components. By exploiting the positional rela
tionships of blocks to these landmarks, we are
able to greatly reduce the search space for func
tional components associated with these blocks.

• In Phase 1 we find components which are co
incident with physical segments. This search is
driven by the list of unfound components, not
the list of unlabeled blocks.

• For those blocks not yet labeled, we assume in
Phase 2 that a block may contain more than
one functional object. Using bipartite divisions
of blocks, we examine each member of each par
tition to see whether it is coincident with a func
tional component.

• As in Phase 1, Phase 3 is predicated on having
each physical block contain exactly one func
tional object, but in this case the rules are based
on relative position rather than content. Thus,
we exploit the partial order of physical segments
and the partial order of labels in the quest to
find functional components. Merging opera
tions are also performed in Phase 3 to locate
contiguous blocks with the same label.

Each rule is aimed at labeling a particular func
tional component, although it may contain refer
ences to others.

3.2 Geometric-Based Approach
Principally to avoid dependence on OCR and secon
darily to reduce the computational expense of string
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matching, we have more recently pursued a content
free approach. We use only the features derived from
the geometry of the physical segmentation and the
basic datatype of the block (text or image).

The features employed are:

• X origin of the block relative to that of the page

• Y origin of the block relative to that of the page

• Block width relative to that of the widest (and
presumably only) column on the page

• Line count (estimate)

The intra-object knowledge is applied using fuzzy
logic [2], combinatoric methods based on fuzzy sets.
Unlike an ordinary (or "crisp") set, a statement
about the membership of an element in the fuzzy
set is not usually a predicate. That is, there is a
degree of membership associated with each element.

Reasoning on such entities aligns nicely with hu
man intuition in many domains, for in real life de
cision making is often imprecise and must deal with
partial or conflicting information. Fuzzy logic is an
extension of classic logic, augmented with fuzzy im
plication and inference.

The functional components we seek are the body,
date, inside_address, salutation, sender, closing, let
terhead.to», letterhead.bottom; signature and admin
istrative, of which the last two actually are sought
chieflyby inter-object means. As for the administra
tive component, we formerly sought separate compo
nents for the secretary, distribution and enclosure.
However, without content information, we do not
feel we can reliably find those individual components
and have lumped them together into one administra
tive unit. Similarly, we do not look for a reference
component at this time.

The goal of the labeling process here is to find the
best functional labeling of the given set of physical
blocks. Notice that we are constrained by the phys
ical segmentation in the sense that without content
analysis we can not get inside a block; therefore, we
have no way of knowing whether a block contains
(portions of) multiple functional components. Ac
cordingly, each block can be assigned at most one
functional label and no splitting will occur. How
ever, this does not preclude reasoning about larger
grained entities in that we can merge blocks with the
same label when it makes sense to do so, e.g., the
body.

3.2.1 Fuzzy Labeling Rules
There is one basic fuzzy rule per functional com

ponent plus variations to accommodate the fact that
it is reasonable for certain components to appear at
more than one location. For example, the date might
be left justified or somewhere in the right half of the
page, so we have a fuzzy rule for each possibility. For
this component only one block could be assigned the
label. However, in the case of body or letterhead.iop,
multiple assignments of the functional label are al
lowed.



Each rule assigns a score in the range [0,1] to the
block under test as a candidate to bear a particular
functional label. Given a raw score, experimentation
has shown that simple numeric filtering should be
applied to determine whether it should be retained.
These filters are applied both at the component level
(a block must score at least 0.70 to be a candidate
for labeling as body) and overall (any score less than
0.20 is deemed insufficient to justify assignment of a
label).

We have found that just two types of fuzzy func
tions suffice for our rules: the "Pi" function, which
tests whether a feature is around a certain value and
the "S" function where the distribution of a feature's
values corresponds to a growth (or decline) pattern.
In Table 1 we show the correspondence between fea
tures and fuzzy function types in our system.

A rule's overall score results from a combination
of the fuzzy scores derived for the individual fea
tures contributing to the rule. Following convention
we "AND" together the individual feature scores by
taking the minimum of the set. Convention also dic
tates that we "OR" together the scores of the varia
tions of a rule corresponding to the different physical
locations at which some components may be found.
The process of evaluating expressions of fuzzy func
tions is called fuzzification. Later we will discuss the
corresponding process of defuzzification.

A sample fuzzy rule for the inside address, stated
in English, is: .

If relative X coordinate is near beginning
of widest column

and relative Y coordinate is near 0.20
and relative block width is likely less

than half that of the widest column
and line count is near 4.5
then the segment is the inside address

with a score of O.DDD.

3.2.2 Conflict Resolution
Our earlier method, centered on monotonic label

ing, was contrary to a generate and test approach.
One reason we chose monotonic labeling was the
relative expense of the character-by-character com
parisons at the heart of content-based labeling pro
cess, meaning we severely needed to prune the search
space to maintain efficiency.

By contrast the fuzzy rules execute so quickly that
it is efficient to apply the rule for each functional
component to each physical block, and then perform
conflict resolution. When all the rules have fired
in a fuzzy logic system, the result is the definition
of a fuzzy output space. The process of mapping
back to a representative solution value is known as
defuzzification. In our application conflict resolution
plays that role by determining the "best" functional
label for each block (which may be no label) from
the set of fuzzy scores.

Conflict resolution proceeds as follows. A prior
ity has been established for the functional compo-
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nents where the ones whose location is thought to be
the most independent of other components head the
list. For each component other than the body, letter
head_top or leiierhead.bot we find the block with the
highest score. If this block has been consumed (i.e.,
labeled), we take the block with the next highest
score for this component. If this block has not been
consumed, but there is another component which
has the highest score for this block, again we try the
block with the next highest score for this compo
nent. This could eventually result in a label's not
being assigned to any block. Finally, some inter
object constraints are applied such as ensuring that
a block to be labeled as sender is below the block
labeled as body.

We then martial additional inter-object knowledge
to make certain that the labeling is consistent with
intuitive expectations. For example, we enforce that
a block labeled as sender is horizontally aligned with
and closely below the one labeled closing. If there is
an image block between them, then we assign that
the signature label. At this point we also try to iden
tify the letterhead components, which must be above
or below every other labeled component; merge body
and letterhead blocks where appropriate and go after
the administrative component, which involves more
fuzzy function calculations.

4 Results

The current implementation of IDUS runs on a
SPARC™20 with the UNIX™operating system.
The IDUS system is written in the C programming
language except for its reasoning component of the
layout analysis module (for logical and functional
analysis) which is written in Quintus™prolog.
OCR and segmentation are performed with the Xe
rox Imaging Systems ScanWorX™ Application Pro
grammer's Interface toolkit. The core functionality
is accessible via both an X-WindowsTMMoti(I'Muser
interface and a command user line interface.

The data set used for these experiments consisted
of one page documents. Our training and test data
have been culled from a variety of sources, including
individuals, law firms, banks, insurance companies,
industrial corporations, universities and (U.S.) gov
ernment agencies. We were also provided with a set
of documents by the DOD. These were letters writ
ten to the U.S. Library of Congress from other coun
tries, i.e., meaning that English was not the native
language of the authors. In general, the data rep
resent a wide variation in layout, which has a con
comitant effect on segmentation and the subsequent
labeling. The documents were scanned as binary im
ages at 200 dpi (dots-per-inch). This scanning reso
lution was chosen because of a requirement to min
imize the reliability on OCR. Therefore, there was
no reason to use the extra storage space or greater
processing times required for higher resolution im
ages.



Table I: Features employed in fuzzy functions
Origin Origin Relative Line Count

Relative X Relative Y Block Width
Pi x x x x
S x x x

4.1 Classifier Results

Training images were used in the design ofthe classi
fier, either for finding the frequency of features from
the functional module or for refinement of compo
nent rules for the classifier. The test data were used
for blind testing of the classifier. The false class
data ("other") consisted of one column documents
which were neither business letters nor memoranda,
and their corresponding classification should be un
known.

The business letter classification engine was de
veloped using a training set (manually sorted for
class) consisting of 92 business letters (true class)
and 23 additional one-column documents from an as
sortment of other domains. The functional module
was run on all of the training data to determine the
landmark components. The functional components
available for the letter class are: letterhead, refer
ence, date, inside address, salutation, body, closing,
sender, distribution, enclosure and secretary. The
following landmarks were used to design the classi
fier for the business letter class: salutation, closing,
and inside address. Functional analysis for memo
randa consists of finding three components: header,
body, and trailer. We found that subcomponents of
the header were the most discriminating for that
class. Therefore, to classify the the memoranda
class, we identify two or more specific header sub
components, e.g., to, from, subject, by looking for
specific key words at the beginning of lines. The de
cision to require more than one header component
resulted from the observation that many times fines
in any document will begin with the word to or from
(common key words in memorandum header mate
rial). In addition, we restrict the search for these
header subcomponents to the upper portion of the
document.

The classification results for both the training and
test sets are summarized in Figure 3 and Table 2.
The business letter class results are presented by
written language in Figure 4. We scored the "other"
data as if they should be classified as unknown. Cor
rect classification indicates that the document was
classified properly (either as business letter, mem
orandum or unknown, in the case of the "other"
data). Undetermined classifications are the number
of business letters or memoranda that were classified
as unknown. False classifications are the number of
business letters that were classified as memoranda
or vice versa, or unknowns (from the "other" data
base) that were classified as either a business letter
or a memorandum.

On a sample set of 40 images, the classifier took
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an average of 0.2 cpu seconds/document to complete
(see performance comparison in Section 4.3).

4.2 Evaluation of Functional
Decomposition

4.2.1 Scoring Methodology
Performance is measured in terms of precision and

recall, standard measures in the field of Informa
tion Retrieval. These were computed with respect
to what a knowledgeable human would achieve in
carrying out the functional labeling task on sets of
single-page, English-language business letters, more
fully described below.

In our context recall becomes the ability of the
system to find and label the functional components
which are actually present, while precision measures
how many of the labels the system applies are cor
rect. In arithmetic terms recallfor a given document
is the ratio of correct labels to all actual labels and
precision is the ratio of correct labels to labels out
put by the system.

Scoring is based on the goal of finding the above
specified list of target components, not on labeling
all blocks in the physical segmentation. The raw
scores for the components are based on the following:

• Components are weighted according to their im
portance in a document class or their impor
tance to the user. The default weight is 1.0 for
all components at present.

• The degree and nature of the overlap between a
labeled physical region and an actual functional
component govern partial credit. In general a
score for a labeled region is based on the relative
area of the region to that of the actual compo
nent, where the actual component has been so
specified by a knowledgeable human being.
In particular, if a physical segment envelops two
(or more) functional components, but only one
is labeled, full credit is given for the component
found; zero credit is given for the component(s)
not found; no false positives are scored. Thus,
precision is not affected in this situation.

• Note that a text component may be correctly la
beled even though it is resistant to OCR. In this
case full credit is given even though a database
entry containing its ASCII contents would not
be useful for later searching.

4.2.2 Results for Functional
Decomposition

We trained our content-based functional label
ing module on a set of 38 single-page, English-



Table 2: Recognition rates for classifier.
Training Set Test Set

letters memoranda other subtotal letters memoranda other subtotal total
Recognition rate 0.96 0.90 0.96 0.95 0.88 0.93 1.00 0.92 0.93

Undetermined 0.04 0.07 0.00 0.04 0.12 0.07 0.00 0.98 0.06
Incorrect 0.00 0.03 0.04 0.01 0.00 0.00 0.00 0.00 0.01

Training data

Test data

memoranda :~. W

business letters

other

memoranda ..:"."...

business letters

[] incorrect

• undetermined

mcorrect

o 20 40 60 80 100 120 140

Number of documents

Figure 3: Training and test set classifier performance by class.

Training

Test

French

German

English

o incorrect

• undetermined

mcorred

o 10 20 30 40 50 60 70 80 90 100

Number of documents

Figure 4: Classifier performance on business letter data base.
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Table 3:
Description

Comparison of results for functional decomposition.
Source Approach Images Recall Precision

Test Set A
Test Set B
Test Set B
Test Set C

Native/English content 49 0.78 0.97
Nonnative/English content 22 0.36 0.76

Native/English geometric 22 0.52 0.77
NonNative/English geometric 56 0.71 0.92

language business letters. For the most part these
images, which can fairly be described as "clean,"
were scanned from the original documents at 400
DPI (dots per inch). Overall recall was 0.87 and
precision was 1.00.

Training for the geometric-based approach took
part on a set of about 90 images. These images
were relatively "clean" single-page, English language
business letters, although, as in our earlier work [9],
the notion of business letter was interpreted rather

. informally, requiring our system to be fairly robust.
In all there were three blind test sets (A,B and C)

of which only Test Set B was evaluated under both
methods, making four test scenarios. A summary
of the results for the four scenarios is given in Ta
ble 3. Blind testing for the content-based method
was initially performed on the set of 49 letters from
Test Set A. Again, we used only single-page, English
language documents in which "business letter" was
interpreted rather loosely, for they represented a
wide range relative to what might be found in a
secretary's traditional style manual. The chart in
Figure 5 shows recall and precision for each type of
functional component and those values overall. Fig
ure 6 depicts the raw data which underlie Figure 5.
The graph in Figure 5 has a gap at the position of the
distribution component because given the raw data
shown in the table of Figure 6, we see that recall is
zero and precision is undefined for that component.
These results were also reported in [9].

Test Set B, containing 22 images, consisted prin
cipally of letters written to the Il.S, Library of
Congress from other countries. In some cases the
image quality was poor. Also these letters tended
to have more manual annotations than the training
set or either of the other two test sets. In general
they did not observe so well layout conventions one
would expect from a writer whose first language was
(U.S.) English. For comparison purposes, Test Set
B was evaluated using both the content-based ap
proach and the geometric-based approach.

For Test Set B the overall scores under the
content-based approach were 0.36 for Recall and 0.76
for Precision. A graph of these statistics for each
component is shown in Figure 7 and a table of the
underlying raw scores is given in Figure 8. Under
the geometric-based approach Test Set B scores were
somewhat better at 0.52 for Recall and 0.77 for Pre
cision. The corresponding graph and table for this
scenario are Figure 9 and Figure 10, respectively.

The results were lower in both cases from those
of Test Set A, largely because of the lack of con
sistency in layout conventions and keyword phras-

ing, the second which especially affected the content
based approach. Recall that the knowledge base for
both approaches was geared to Il.S. English. These
scores indicate the potential usefulness of a hybrid
approach which is discussed later.

Test Set C, comprised of 56 images, was very simi
lar to the training set and produced higher scores. In
Test Set C the overall scores for precision and recall
were 0.92 and 0.71, respectively, as illustrated and
detailed in Figure 11 and Figure 12. Precision re
mains high, so our discussion will focus on recall. As
might be expected, the recall scores for components
above the body were better than for those below.
Because the size of the body varies from document
to document, placement of components which occur
below the body will not be as consistent as it is for
those above. Given the content-free nature of this
method, it is entirely dependent on the physical seg
mentation. Thus, a component like the signature,
which is rarely encapsulated in its own block, is not
likely to be found. In fact, frequently, the closing,
signature and sender occur in the same physical seg
ment. Along the same lines, if the date gets merged
into the letterhead.iop, it will not be separately iden
tified. In several cases the letterhead.bot was not in
any physical segment, so it could not be found.

4.3 System Performance
Figure 13 shows the relative speed of the differ
ent components of the IDUS system. There is a
2:1 difference in the processing speeds for the two
functional decomposition methods. These times are
separate from the actual OCR execution; the dif
ference in speed is due to heavy reliance on the
content-based approach to dictionary lookup. How
ever, OCR, in general is a huge time sink. By using
techniques that are not reliant on OCR and only us
ing OCR when absolutely necessary, we can obtain
a huge savings in processing time.

5 Conclusions

Future work includes modifying the classifier so
that it is less reliant on content-based clues (OCR)
and more on geometric clues. Our success using a
non-ocr-based approach to functional decomposition
leads us to believe that we will be able to adopt a
non-OCR-reliant approach.

In this paper, we have discussed two different ap
proaches for functional analysis. The content-based
affords us the luxury of using textual clues to label
functional components; however, it is at the expense
of computational speed. The geometric based ap
proach is much faster; however, we are unable to
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Figure 5: Test set labeling results by functional component for content-based functional analysis on data set (A).

TRUE FALSE
COMPONENT POSITIVE POSmVE PRESENT
letterhead 26.50 5.00 44.00
reference 4.00 0.00 4.00
date 28.00 0.00 36.00
inside address 18.00 0.00 30.00
salutation 41.00 0.00 45.00
body 44.47 0.00 49.00
closing 38.00 0.00 48.00
sender 34.00 4.00 46.00
distribution 0.00 0.00 1.00
enclosure 8.00 0.00 8.00
secretary 6.00 0.00 14.00
TOTALS 247.97 9.00 325.00

Figure 6: Test set raw scores by functional component for content-based approach on data set (A).
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Figure 7: Test set labeling results by functional component for content-based functional analysis on data set (B).

TRUE FALSE
COMPONENT POSITIVE POSITIVE PRESENT
letterhead 1.38 8.00 22.00
reference 2.00 0.00 3.00
date 6.00 2.00 21.00
inside address 1.00 7.00 22.00
salutation 16.00 1.00 21.00
bodV 11.61 1.00 22.00
closing 7.00 0.00 23.00
sender 8.68 1.00 21.00
distribution 0.00 0.00 1.00
enclosure 0.00 0.00 1.00
secretarv 0.00 0.00 0.00
TOTALS 53.67 20.00 157.00

Figure 8: Test set raw scores by functional component for content-based approach on data set (B).
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Figure 9: Test set labeling results by functional component for geometric-based functional analysis for data set
(B).

TRUE FALSE
COMPONENT POSITIVE posmVE PRESENT
letterhead top 20.14 0.00 22.00
letterhead bot 5.00 1.00 8.00
date 2.00 9.00 21.00
inside address 7.65 1.00 20.00
salutation 13.00 5.00 22.00
body 20.34 0.00 22.00
closina 11.00 4.00 21.00
signature 1.83 0.00 21.00
sender 10.90 6.00 19.0Q
administrative 2.00 2.00 5.00
TOTALS 93.86 28.00 181.00

Figure 10: Test set raw scores by functional component for geometric-based approach on data set (B).
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Figure 11: Test set labeling results by functional component for geometric-based functional analysis for data set
(C).

TRUE FALSE
COMPONENT POSITIVE POSmVE PRESENT
letterhead to[ 55.36 0.00 56.00
letterhead bo 22.60 1.00 36.00
date 27.00 13.00 51.00
inside address 44.87 0.00 50.00
salutation 43.00 5.00 54.00
body 55.63 0.00 56.00
closinQ 30.00 9.00 56.00
signature 6.50 1.00 54.00
sender 50.57 2.00 56.00
administrative 8.00 0.00 13.00
TOTALS 343,53 31.00 482.00

Figure 12: Test set raw scores by functional component for geometric-based approach on data set (C).
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Figure 13: System component and overall performance.

split physical segments to find functional compo
nents occupying only a portion of them. To achieve
really good performance what is really needed is a
way to compensate for the physical segmentation
via the judicious incorporation of OCR and content
analysis. OCR should not be used indiscriminately,
as it is computationally expensive. Rather it should
be "surgically" applied as a verification tool or when
a component is. deemed important enough that it
needs to be excised from the physical region in which
it is embedded. We feel that this hybrid approach,
combining geometric and content knowledge, would
be extremely beneficial, recognizing that the key de
velopment issue would be the fashioning of a control
structure which summons OCR only when it is ap
propriate.
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Abstract
We describe a new approach for the automatic and

objective evaluation of page segmentation (zoning)
algorithms. Unlike techniques that rely on OCR out
put, our method is region-based: the segmentation
output, described as a set of regions together with
their types, ordering relationships, child-parent re
lationships, etc, is compared to a pre-stored set of
ground-truth regions, and an assessment of segmen
tation quality is derived. In order for this compar
ison not to be fooled by slight variations in region
shapes, it is achieved using region maps in which
ON-pixels are painted according to the region(s) they
belong to. From the "ground-truth map" and the
"segmentation map", error maps are derived, in
which segmentation mistakes and their locations are
encoded. Error maps enable an accurate assessment
of segmentation quality regardless of the number and
intricacy of the regions on the page. Misclassifica
tions, splittings and merging of various types, are
among the zoning mistakes that are derived from
these error maps.

Our segmentation benchmarking system can be
finely tailored to a user's needs: region types, sub
types, attributes, etc, can be customized, the weights
of errors of different types are user-defined, and sev
eral method are provided for combining errors into a
global quality measure. This approach is also of great
interest for benchmarking specific aspects of segmen
tation, such as headline detection, text/image sepa
ration, reverse-video text detection, etc.

The ground-truth data files needed by the sys
tem can be easily generated and updated using
GroundsKeeper, an X-window based tool we devel
oped. GroundsKeeper allows one to view a docu
ment image, manually draw regions (rectangular or
arbitrarily shaped) on top of it, and specify informa
tion about each region (type, attributes, etc). Just
like the benchmarking system itself, GroundsKeeper
is completely customizable: region types, sub-types,
attributes, etc, are specified by the user in a startup
file.
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1 Benchmarking Page Segmentation:
Introduction

Page segmentation is the process by which a docu
ment page image is decomposed into its structural
and logical units, such as images, rulings, para
graphs, headlines, tables, line-art regions, etc. This
process, often refered to also as "zoning", "layout
analysis", or "page decomposition", is critical for
a variety of document image analysis applications.
First and most importantly, commercial OCR pack
ages need page segmentation to understand the lay
out of the page, read the text in the correct or
der (without attempting to read the halftones and
graphics), and ultimately be able to recompose the
document in a word processing environment. Simi
larly, reading machines for the blind need accurate
page segmentation to be able to deal with multi
column documents and read the text in an ade
quate order. Even digital copiers and related soft
ware/hardware systems rely on document segmen
tation techniques to correctly identify the various
types of regions present on a page (e.g., text, conti
nous tone images, halftones, line-art, ... ), and ren
der them appropriately [8].

A very large number of page segmentation algo
rithms have been developed in the past couple of
decades, some described in literature [9] and some
prorietary [20]. These algorithms use many differ
ent aproaches to the problem, some of which include:
rule-based systems [4], use of connected component
bounding-boxes [5], use of background and "white
streams" information [12, 2, 1], etc. Some of these
algorithms are specifically designed to work on par
ticular types of document, whereas others are meant
to be completely general. Furthermore, some algo
rithms are designed for very specific sub-tasks of
what is generally refered to as page segmentation:
for example, some algorithms may simply detect
the graphics in a document page image, others may
only care about the text. Some algorithms generate
coarse segmentations (e.g., at the galley level) while
others decompose pages down to the paragraph level,



or even down to the line level. For some applications,
a page segmentation algorithm may need to distin
guish between halftones and continuous tones, for
others, the distinction is irrelevant.

Faced with such a diversity of methods and such
a wide variety of goals, a question arises: how good
is a particular segmentation algorithms at perform
ing a particular type of page segmentation? How
should we assess the quality of a given algorithm for
a given task? The accuracy of a page segmentation
system, is unfortunately very difficult to evaluate ob
jectively. Typically, assessing the quality of a system
involves running it on a large number of document
images and "eyeballing" the results, a very tedious
and subjective process.

For all these reasons, systems that make it easier
to automatically and objectively evaluate the ade
quacy of a zoning algorithm for a given segmen
tation task are becoming more and more impor
tant. Obviously, a good segmentation benchmark
ing tool, would be very helpful in deciding between
commercial systems for a given application. But be
yond that, such a benchmarking environment would
also enable developers of page segmentation sys
tems to regularly test their algorithms against large
databases of documents, thereby speeding up the
process of testing new ideas and fine-tuning exist
ing segmentation algorithms.

Two main approaches have been proposed in lit
erature for benchmarking page segmentation. The
first one, developed at UNLV, is purely text-based
[17, 6, 7], whereas the approach we have chosen is
region-based instead [15, 21]. These two approaches
are briefly described below, and we explain why we
believe our region-based approach to offer significant
advantages over the UNLV system.

The rest of the paper is organized as follows: in
Section 2, we describe our ground-truthing method
ology, the tool we developed to easily create segmen
tation ground-truth files, as well as the file format
used to represent the greound-truth information. In
section 3, we describe the benchmarking itself: the
use of region maps by the system is first described,
then we deal with error identification and combina
tion. Finally, we show how the system can be cus
tomized to virtually any user's need, and conclude.

1.1 Text-Based Approaches to the
Evaluation of Page Segmentation
Algorithms

The Information Science Research Institute (ISRI)
of the University of Las Vegas (UNLV) has designed
an interesting technique to evaluate the quality of
page segmentation algorithms working within OCR
software packages: schematically, this method works
as follows:

1. Run page segmentation (including region order
ing) and character recognition on a document
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page, and output the result as an ASCII string;

2. Calling Ci the cost of an elementary insertion
operation in a string, and Cm the cost of a block
move, use string matching algorithms derived
from [19] to determine the number of insertions
ni and the number of block moves nm that are
needed to turn this output string into the ideal
ground-truth string while minimizing the asso
ciated page cost C = ni x Ci + nm x Cm ;

3. From this number, subtract the cost of errors
that are purely due to OCR mistakes, as op
posed to segmentation mistakes; this is done by
running the OCR system on the same page, us
ing manual zoning information, and subtracting
the resulting error cost (expressed in numbers
of insertions times cost Ci of an insertion) from
the page cost C.

The big advantage of this technique is that it is
purely text-based, and therefore does not require the
page segmentation sub-system to specifically output
zoning results in any particular format. In addition,
although its underlying string-matching algorithms
are rather elaborate, the overall approach is fairly
straightforward: for one thing, ground-truth files for
use with this system are very easy to create. There
fore, the UNLV zoning evaluation system has been
relatively well accepted by the document recognition
community.

Nonetheless, this system has a few severe limita
tions:

• Although this may not be true any longer, the
UNLV segmentation quality metric only takes
insertions and block moves into account, dele
tions are assumed to have zero cost. In prac
tice, this means that an algorithm will not be
penalized for finding extra text regions where
there are none, or worse, for detecting images
as text.

• With this method, only one zone order, or a
small set of zone orders, are considered accept
able. If a zoning algorithm produces a perfect
segmentation, but does not output regions in
one of these acceptable orders, it will be penal
ized. This is sometimes unfair, since in many
cases, region order is not uniquely defined (see
Section 2.1). For example, how should such text
regions as captions, headers, footers, or insets,
be ordered? Clearly a range of options should
be considered equally correct.

• Similarly, this approach requires running the
OCR system twice: once with automatic seg
mentation and once with manual zoning, so that
errors purely due to the OCR can be subtracted.
The underlying assumption here is that OCR
accuracy is unchanged regardless of scanning
order. This is often not true in practice: a
messy segmentation generally results in poorer



OCR quality (for example, if the segmentation
splits or joins two galleys, hyphens are incor
rectly paired, so the OCR engine can rely on
fewer words to be lexically verified... ). There
fore, this benchmarking approach tends to give
lower segmentation scores than it would if the
OCR engine was perfect.

• The method requires the zoning algorithm be
ing benchmarked to be part of of an OCR sys
tem. Without OCR, there is no way to bench
mark segmentation! Specifically, this means
that the segmentation of documents in "exotic"
languages (not supported by the OCR engine)
cannot be benchmarked. More annoying, the
segmentation of document images containing no
text cannot be evaluated with this system.

• Along the same lines, the UNLV segmentation
benchmarking system can only deal with text
regions: the accuracy measure produced only
reflect accuracy on text zones!

• Lastly, the output of the UNLV system is merely
a set of numbers (number of insertions, block
moves, and perhaps deletions). It therefore pro
vides very little information on the types of mis
takes that were actually made (Were regions
split or merged? Were images mistaken for
text? Were headline regions messed up more
than regular text regions? etc). Such informa
tion wouldbe very valuable to the segmentation
algorithm developer.

1.2 Our Region-Based Approach to
Automatic Segmentation
Benchmarking

For all the reasons listed above, we started working
on a region-based approach to page segmentation
benchmarking. As will be shown in the rest of the
paper, the system we developed is more complex and
cumbersome to use than a text-based system, but
offers much more flexibility, and avoids most of the
shortcomings of the UNLV approach.

In our system, the output of the segmentation
algorithm to be benchmarked is modeled as a set
of regions, a region being a polygon (representing
the outline of a page zone) together with such at
tributes as a type (text, image, etc) and a parent
zone. This set of segmentation regions is matched
against a pre-stored set of ground-truth regions, and
such problems as erroneous region merging and split
ting, misidentified region types, or extra "noise" re-
gions are flagged. -

A tool, GroundsKeeper, was developed to help
the creation of ground-truth files. This tool, de
scribed in Section 2.2, allows the user to bring up
a document image, draw a set of regions (enclosing
image features such as halftones, paragraphs, cap
tions, etc), specify ordering and "attachement" re-
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lationships between regions, and save the result in
a simple ASCII format called RDIFF (Region De
scription Information File Format). This format is
described in Section. 2.1. As will be emphasized
later, GroundsKeeper can be customized to a user's
needs.

During the actual benchmarking, the set of
ground-truth region represented in the RDIFF file
is matched against a set of segmentation regions.
This region matching step is actually performed us
ing sets of pixels instead of polygonal representa
tions. In other words, each region is modeled as
the set of ON-pixels its associated polygon contains:
this way, the shape of region polygons is not taken
into account, only their ON-pixel contents matters.
Errors can therefore be accurately flagged, and in
significant differences between ground-truth and seg
mentation polygons are automatically ignored. This
overall scheme is efficiently implemented through the
use of region maps and error maps, as described in
Section 3.

As we stress later, both the ground-truthing tool
(GroundsKeeper) and the benchmarking tool (cur
rently called cluzo) are completely customizable. At
ground-truthing time, region types, subtypes, and
attributes are user-defined. Additionally, in the
benchmarking, some region types can be ignored
while some can be made equivalent to other (exam
ple: ignore all halftone regions, and make caption
type equivalent to regular-text), the types of er
rors that are important can be specified by the
user, together with the error weighting method. All
this information is stored in init files used by the
ground-truthing and benchmarking tools.

2 Creation of Ground-Truth Files

2.1 Representation of Ground-Truth
Information

To represent ground-truth information as well as
segmentation results, the RDIFF format is used. For
simplicity, this is an ASCII format, containing some
header information such as the name of the associ
ated document image, the resolution, the page size,
and then a list of regions. Each region has an as
sociated type and sub-type, may refer to a "parent"
region, and may have any number of attributes. Re
gion shape itself is encoded as a simple polygon (list
of coordinates).

Providing the complete specifications of the
RDIFF format would be beyond the scope of this
paper. Let us however point out a few interesting
features of this format:

• RDIFF is a Tag-Value based format, meaning
that each entry in the format starts with a tag,
the rest of the entry being the value of this tag.
The advantage of this approach is its flexibility:
an RDIFF reader typically only knows about



the tags that are relevant to its purpose, and
ignores the rest. In addition, even as new tags
are added with each new release of the format,
the new RDIFF files remain backwards compat
ible with previouly written RDIFF readers.

• Region shape is currently encoded using a poly
gon. In most applications, this is sufficient.
However, if it became important to support re
gion with holes, or disconnected regions, the
RDIFF format could easily be expanded. New
region representations, using for example lists
of polygons, or run-length encoding, could be
added, and a new tag would be used to specify
the representation scheme chosen for each re
gion (the default scheme being the current one:
single polygon).

• Note that there are no restrictions on region
location: regions can overlap, be included into
one another, etc.

An example of RDIFF file is given below. Fig. 3
shows the GroundsKeeper window with the corre
sponding set of regions overlayed on the document
image they were created from.

BEGrs;IMAGE
FlLENAKE /data/tif/h/halftone21.tif
IMAGE_WIDTH 2560
lKAGE_HEIGHT 3300
lMAGE_XRES 300
IMAGE_IRES 300
END_IMAGE .

BEGIN_SUMMARY
INIT_FILE_VERSION 1.8 1995/04/18
TOTAL_REGIONS 25
TEXT_REGIONS 25
IMAGE_REGIONS 0
V_RULE_REGIONS 0
H_RULE_REGIONS 0
ORDER_FLAGS ANY
END_SUMMARY

BEGIN_REGIONS

R_TYPE IMAGE
R_SUBTYPE HALFTONE
R_IUMBER 1
R_ATTACHMENT 0
R_PARENT 0
R_DRAW_TYPE Box
R_NAKE Zone1
R_ATTRIBUTES SHADED_BACKGROUND
REGION_POLYGON 301 692 71 681

R_TYPE TEXT
R_SUBTYPE CAPTION
R_IUMBER 9
R_ATTACHMENT 1
R_PARENT 0
R_DRAW_TYPE Box
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R_NAME Zone9
REGION_POLYGON 722 838 78 266

R_TYPE TEXT
R_SUBTYPE CAPTION
R_IUMBER 10
R_ATTACHMENT 2
R_PARENT 0
R_DRAW_TYPE Box
R_NAKE Zone10
REGION_POLYGON 1510 1584 82 348

R_TYPE IMAGE
R_SUBTYPE HRULE
R_IUMBER 15
R_ATTACHMENT 0
R_PARENT 0
R_DRAW_TYPE Box
R_NAME Zone15
REGION_POLYGON 136 150 0 1920

R_TYPE IKAGE
R_SUBTYPE VRULE
R_NUMBER 16
R_ATTACHMENT 0
R_PARENT 0
R_DRAW_TYPE Box
R_NAKE Zone16
REGION_POLYGON 306 3034 1142 1156

R_TYPE TEXT
R_SUBTYPE REG_TEXT
R_NUMBER 18
R_ATTACHMENT 0
R_PARENT 0
R_DRAW_TYPE Box
R_NAKE Zone18
REGION_POLYGON 304 426 722 1110

R_TYPE TEXT
R_SUBTYPE REG_TEXT
R_NUMBER 19
R_ATTACHMENT 0
R_PARENT 0
R_DRAW_TYPE Constrained-Polygon
R_NAKE Zone19
REGION_POLYGON 428 1086 376 1116
COUNT 14
774 428
982 428
982 464
1116 464
1116 1048
954 1048
954 1086
718 1086
718 1048
376 1048
376 714
722 714
722 466



774 466

R_ORDER_RULE 18 < 19 < 20 < 21 < 22 < 23 < 24 < 25

Note the R...DRDER..RULE at the end ofthis file. This
represents a set of ordering constraints between re
gions. Indeed, as mentioned in Section 1.1, we firmly
believe that one complete region order is inadequate.
Instead, a number of ordering constraints (or rules)
should be used. For example, ordering constraings
for regular text regions should be separate from or
dering constrains among insets or side-bars. The lat
ter regions are indeed not part of the main flow of
text. Similarly, having several ordering constraints
makes it possible to deal with ambigous cases such
as the one shown in Fig. 1.

Rl....---...

R9

RIO

,...---- R5
R6

R12

system. We made them part of our ground-truth
format mainly in an effort to be complete.

Figure 2: The order between regions in this "page"
can be specified using four partial orders: R1 <
R4 < Rs < Rg < RIO < Ru < RIa , R2 <
Ra , R6 < R7 < Rs, and RIO < RI2 < R13 •

R13Rll

Figure 1: Ambiguous case for region ordering. The
correct order between text regions RI through R.t
could be RI, R2,Ra,s; or Rt, Ra,R2, n;

Accordingly, in the RDIFF format, any number
of partial ordering rules can be specified using the
R...DRDER..RULE tag. An example where several of
these tags would be needed is shown in Fig. 2. Note
that ordering constraints are not always the correct
solution. Sometimes, attachements should be used
instead. For example, a caption is "attached" to a
picture, it does not come before or after this picture.
Attachements can also be specified in the RDIFF
language.

To conclude this section on RDIFF, let us point
out that region ordering relationships are often con
sidered as not being part of page segmentation itself.
In fact, the R...DRDER..RULE tags are currently used
only by a very small subpart of our benchmarking

2.2 X- Window Based Tool to Assist
Ground-Truth Creation:
GroundsKeeper

To easily create test suites of segmentation ground
truth files in the RDIFF format, we developed an
X-Window based tool called GroundsKeeper (see
Fig. 3). For convenience, this tool provides three
different region drawing methods: rectangles, that
are sufficient for most cases, constrained polygons,
i.e., polygons whose edges are bound to be vertical
or horizontal, and arbitrary polygons, that are use
ful for complex layouts, or skewed pages. After their
creation, regions can be deleted, moved, or modified
at will. Previously created files can also be read
in and updated. "Sequences" (i.e. region ordering
rules) can be specified by simply clicking on regions
one after the other. The functionality described in
this paragraph is available under the "Zone" menu
shown in Fig. 4.

Different display modes are also available. By de
fault, the image is shown, with the regions and the
sequences drawn over it, but one can also choose to
display only the regions, or only the image (see "Dis
play" menu in Fig. 5. Sequences, normally shown as
a succession of arrows, can also be ommitted from
the display if desired. More importantly, different
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Figure 3: GroundsKeeper window showing document image halftone21. tif together with the complete
set of ground-truth regions created. Ordering constraints between regions are shown as arrows (currently
selected).
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Figure 4: GroundsKeeper's "Zone" menu.

zoom levels are available. In fact, a good way to use
Groundskeeper is to first draw the regions coarsely
at low-resolution, then zoom-in and adjust the poly
gons created.

Figure 5: GroundsKeeper's "Display" menu.

The polygons created are given unique identifying
numbers, and can be tagged with their type, their
sub-type, plus any number of attributes. Types, sub
types, and attributes are defined in an init file that
GroundsKeeper reads at startup: they are therefore
completely customizable for any particular applica
tion. In house, we use the init file shown in Fig. 6.
Note that we chose to create very detailed ground
truth files: indeed, one can always choose to use
less information that these files contain, but if the
files were not detailed enough for a given application,
they would be much less useful.

Groundskeeper has a number of additional features
designed to ease and speed-up the creation ofRDIFF
files. Depending on the complexity of the input doc
ument, it takes between 2 and 30 minutes to cre
ate a complete detailed ground-truth file. We have
created half a dozen test suites of ground-truthed
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ATTRIBUTE_NAKE ANGLED
ATTRIBUTE_NAKE BAR-CHART
ATTRIBUTE_NAKE BULLETS
ATTRIBUTE_NAKE CELL-TABLE
ATTRIBUTE_NAKE CURVED-TEXT
ATTRIBUTE_NAKE HAND-DRAWN
ATTRIBUTE_NAKE ILLEGIBLE
ATTRIBUTE_NAKE INCOMPLETE
ATTRIBUTE_NAKE OUTLINED
ATTRIBUTE_NAKE PIE-CHART
ATTRIBUTE_NAKE REVERSE_VIDEO
ATTRIBUTE_NAKE SHADED_BACKGROUND
ATTRIBUTE_NAKE TAB-TABLE
ATTRIBUTE_NAKE UNDERLINED
ATTRIBUTE_NAKE UPSIDE-DOWN
ATTRIBUTE_NAKE VERTICAL

IMAGE_TYPE_NAKE CAPTION
IMAGE_TYPE_NAME CAPTION_or_HEADLlNE
lMAGE_TYPE_NAME CAPTION_or_REG_TEXT
IMAGE_TYPE_NAKE CELL
IMAGE_TYPE_NAME DROPCAP
IMAGE_TYPE_NAME FOOTER
IMAGE_TYPE_NAME FOOTNOTE
lMAGE_TYPE_NAME FRAHEBOX
IMAGE_TYPE_NAME GRAPHICS
IMAGE_TYPE_NAME GRID
IMAGE_TYPE_NAME HALFTONE
IMAGE_TYPE_NAME HEADER
IMAGE_TYPE_NAKE HEADER_or_HEADLIHE
lMAGE_TYPE_NAME HEADLINE
IMAGE_TYPE_NAKE HEADLINE_or_REG_TEXT
IMAGE_TYPE_NAME HRULE
IMAGE_TYPE_NAKE INSET
IMAGE_TYPE_NAKE LOGO
IMAGE_TYPE_NAKE RAISEDCAP
lMAGE_TYPE_NAME REG_TEXT
IMAGE_TYPE_NAKE SIDEBAR
IMAGE_TYPE_NAME SUBTITLE
IMAGE_TYPE_NAKE TABLE
IMAGE_TYPE_NAKE TABLE_COLUMN
lMAGE_TYPE_NAKE TABLE_LINE
IMAGE_TYPE_NAME TIMESTAMP
lMAGE_TYPE_NAKE UNKNOWN_TYPE
IMAGE_TYPE_NAKE VRULE

Figure 6: Example of GroundsKeeper init file.



Figure 7: GroundsKeeper's "Zone Info" dialog box.
The attributes shown correspond to the list present
in the init file of Fig. 6.
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documents (magazines, newspapers, business letters,
etc), for a total of about 500 RDIFF files. Currently,
these suites are primarily used for testing and im
proving the segmentation benchmarking algorithms
in cluzo, but progressively, we will use them more
and more for benchmarking in-house and external
segmentation algorithms.

3 Segmentation Benchmarking
Algorithms

3.1 Use of Region Maps
One of the key features in our region-based approach
to benchmarking segmentation is that regions are
not compared based on their shape, but based on
their ON-pixel contents. Two regions that enclose
the same image features (text, image, etc) should
indeed be considered as identical regardless of how
tightly they enclose these features.

In order to efficiently deal with regions as sets of
ON-pixels, the first step in our system is to create
region maps. A region map is created for the ground
truth regions, and another one for the "segmentation
regions". These two maps are called ground-truth
map and segmentation map respectively. Each one
is a low-resolution representation ofthe original doc
ument image, in which each ON-pixel is tagged ac
cording to the region(s) it belongs to.

3.2 Region Matching and
Identification of Errors

The region maps are used for identifying the follow
ing types of segmentation errors:

missed region
extra region
erroneous region type
vertical split
horizontal split
vertical merge
horizontal merge

To this end, both maps are scanned concurrently in
order to detect which segmentation regions intersect
with each ground-truth region, and which ground
truth regions intersect with each segmentation re
gion.

One-to-one matches are first considered: if the
region types involved are identical (or equivalent
for the purpose of the segmentation being bench
marked), then they correspond to zones that have
been correctly segmented. Otherwise, mislabeling
errors are identified.

All other cases correspond to segmentation er
rors. For example, if a ground-truth region does not
match with any segmentation region (i.e. does not
intersect with any segmentation region), it means
that the corresponding page object has been missed
by the segmentation algorithm.



Take now the case of a segmentation region S
that matches with several ground-truth regions G1 ,

G2,"" Gn • This means that regions have been er
roneously merged. In this case, depending on region
types, and depending on the type of error analysis
desired, it may be useful to detect whether the merge
was vertical or horizontal. For example, if the seg
mentation is to be used in the context of an OCR
system, vertical merging of text regions is usually
not a big deal, especially if the regions are consec
utive within the same ordering rule. On the other
hand, horizontal merging of text regions should be
strongly penalized. To detect whether a merging is
horizontal, we scan the pixels of the segmentation
region S and see for each scanline if the correspond
ing ON-pixels in the ground-truth map belong to
several regions. When this is the case, the entire
scanline corresponds to an erroneous merge and is
flagged as such. With this method, we are able to
only flag those pixels that are actually affected by
the horizontal merge. This is illustrated by Fig. 8.
The same analysis can be done for vertical merging
as well if needed.

r------------

:O-B----:I 1,---- -I

I 'I I
I II I
I II I
1- ~ ' I

Ground truth region

Segmentation region

Figure 8: When benchmarking the segmentation of
an OCR system, only the pixels in the shaded area
will be found to be part of an erroneous horizontal
merge of text regions.

Similarly, when a ground-truth region is found to
match several segmentation regions, this is a sure
sign that this region has been erroneously split by
segmentation. The same kind of analysis as de
scribed in the previous paragraph can be done in
order to decide whether the split was vertical or hor
izontal. For more details on how all the different
cases are handled, refer to [21].

one of these error types have precedence over the
other one, or should both error be charged? .. The
answers to all those questions depend on the type
of segmentation being benchmarked, and should be
specified in the init file used by our benchmarking
tool (see next section).

To deal with all the possible ways one may want to
weight amd combine errors, we use a scheme based
on error maps. Each time an error is detected, the
ON-pixels involved are flagged in this error map.
Whenever a pixel is found to be involved in sev
eral errors (for example, an erroneous split and an
erroneous merge), we can decide to flag this pixel
as being involved in all these errors, or only in the
most serious one (the seriousness of each error type
is specified in the init file).

Eventually, once all the errors have been detected,
the resulting error map is analyzed and the segmen
tation quality is then characterized by a few num
bers, such as: percentage of mislabeled pixels, per
centage of pixels involved in horizontal merges, etc.
The set of numbers used to characterize segmenta
tion accuracy is derived from the init file used by
the system.

As an example, consider the set of ground-truth
regions shown in Fig. 9: 8 text regions and 2 im
age regions are present. The double-spaced text
was zoned into 5 different paragraphs, according to
our ground-truthing guidelines, but for most appli
cations, zoning it into 2 galleys would have been
sufficient. The automatic segmentation algorithm
we used here did not see the two different galleys
present, and made a mess of this page, as shown
in Fig. 10. The corresponding error map created
by our benchmarking algorithm is shown in Fig. II.
Note that in this map, only the pixels where horizon
tal merging occured are flagged (black pixels in the
map). Indeed, the init file we used specified that
vertical merge/split of text should not be penalized.

The output of the benchmarking tool for this ex
ample is given below. Note that for "historical" rea
sons we are still distinguishing between labelling er
rors and all other error types. The init file used
to produce this output specified 6 different types of
mislabelling, but only one type of vertical merge,
horizontal merge, etc. Also recall that the cost of
vertical merges and splits was set to O.

3.3 Weighting and Combination of
Errors

When a segmentation error is detected, how should
it be weighted? How should the seriousness of this
error be assessed? How should errors be combined
if they affect the same ground-truth region? For
example, if (part of) a ground-truth region is found
to have been split twice by segmentation, should this
be considered twice as bad? Similarly, if this region
is found to have been both merged and split, should
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Groundtruth file:
Segmentation file:
Image file:

ZQBIIG:

Missed regions
Boise regions
Horizontal merges
Horizontal splits

bhng11.sgt
bhngll.rdiff
bhng11.tif

= 0.00 Yo
= 0.00 Yo
= 49.22 ~

= 0.00 %



Figure 9: Display of the ground-truth regions for a document image.
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Figure 10: A segmentation result for the same image as in Fig. 9. Note the horizontal merging of text galleys.
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Figure 11: Error map corresponding to the segmentatino result displayed in Fig. 10. Pixels involved in a
merging error are black in this map.

81



Vertical merges = 0.00 %
Vertical splits = 0.00 %

Overall zoning quality = 49.22 %

LABELING:

Text recognized as image = 0.00 %
Img. recognized as text = 0.45 %
Text recognized as noise = 0.00 %
Img. recognized as noise = 0.00 %
Noise recognized as text = 0.00 %
Noise recognized as image = 0.00 %

Overall labeling qUality = 99.55 %

3.4 Customizing the Benchmarking
Just like GroundsKeeper, our benchmarking tool
cluzo can be customized to a particular application.
The init file required by the program is decomposed
into several sections:

• Listing of all the region types and attributes
that can be encountered in RDIFF files

• Description of region equivalences: in this sec
tion, a user can specify that type A is in fact
equivalent to type B, and that type D is equiv
alent to type B as well, etc. For example, if
the user did not care about distinguishing be
tween different types of image regions (such as
graphics, halftones, line-art, etc) and text re
gions (such as captions, headlines, footers, etc),
the total number of region types could be re
duced to 2.

• Listing of all the different error types consid
ered, together with their weights. This can be
done for generic regions as well as for particu
lar region types. For example, the init file we
currently use contains the following:

Weight_of Vertically_split REGION 0
Weight_of Vertically_split GRAPHICS 3
Weight_of Vertically_split HALFTONE 3

This specifies that a vertical split is of cost 0,
except when it involves a GRAPHICS region or
a HALFTONE region, in which case the asso
ciated cost becomes 3.

• Error weighting method to use. By default,
each error is weighted by its intrinsic weight (as
defined in the previous section) multiplied by
the number of pixels involved. In some cases
however, one may want to be able to spec
ify that an error of a given type is of nominal
cost, regardless ofthe number of pixels involved.
Similarly, when text regions are involved, it may
make sense to use the height (~ proportional to
the number of text lines) of the identified error
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region as weight. We are currently working on
techniques to enable all these different weight
ing method to coexist harmonioulsy.

• Definition of the error combination method:
when an area of the page is involved in multi
ple segmentation mistakes, should all these mis
takes been taken into account, or should the
most serious mistake (the one with highest as
sociated weight) prevail?

The format of this init file is still evolving, as we
are working on better and simpler ways to describe
a user's benchmarking needs in this file.

4 Conclusions, Future Work

We described the region-based page segmentation
benchmarking environment currently under devel
opment at Xerox. Every aspect of the system has
been developed with flexibility in mind, and we al
ways tried to think of all the different ways this sys
tem could be used in practice. Instead of computing
a. single number/curve characterizing segmentation
accuracy, our system is able to keep track of an ar
bitrarily large number of error types, and therefore
can provide very detailed information on segmenta
tion quality. For these reasons, and because the sys
tem does not require any OCR, we believe that it is
a compelling alternative to text-based segmentation
benchmarking approaches.

Most of the functionality has been implemented,
and we are currently in an incremental improve
ment phase. In particular, we are working on better
and simpler ways to specify error types and weights
in the system. We are also considering a few op
tions for extending our benchmarking system to deal
with grayscale images: this would potentially open a
whole new range of new applications for this system,
beyond document analysis.

The actual error numbers reported are still a bit
arbitrary at times, and this makes it still difficult to
use our system to compare very different segmenta
tion algorithms. However, as is, the system is al
ready invaluable for segmentation algorithm devel
opers: indeed, absolute error figures are less useful
to developers than relative numbers. Using cluzo
011 a large enough test suite makes it easy to au
tomatically flag degradations and improvements in
different aspects of segmentation, and to fine-tune
the parameters of a given zoning algorithm.
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OCR: A Five Year Retrospective

Mindy Bokser
Caere Corp.

100 Cooper Court
Los Gatos, CA 95030

Abstract
The paper will take a retrospective look at how the state of the art in OCR has changed over the last five

years, by looking at how the distribution of errors has changed for one commercial system. The purpose is
to better understand the current state of the art and help guide future research efforts.
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The WILDFIRE FPGA-Based Custom Computing Machine

Bradley K. Fross
Annapolis Micro Systems, Inc.
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Figure 1: WILDFIRE system configuration.
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computing machine (CCM).

CCMs use FPGAs as their main processing
resources in order to take advantage of their speed and
the ability to change internal hardware configuration.
Some examples of research-oriented CCMs include
Splash [6], Splash 2 [1], Ganglion [5], and PAM [3].
An example of a commercially available CCM is the
WILDFIRE system, developed by Annapolis Micro
Systems, Inc. WILDFIRE, shown in Figure 1, is based
on the Splash 2 CCM architecture that was developed
at the Center for Computing Sciences (formerly the
Supercomputing Research Center).

The CCM architecture on which WILDFIRE is
based has proven to be an effective solution for many
applications in several different areas. Applications in
image processing [2], genetic engineering [7], digital
signal processing [13], and document understanding
[9] have all been shown to be good fits for the
WILDFIRE architecture.

ideal for rapid prototyping of digital logic, but has
proven to be a very effective computational core of a
new type of computer architecture called a custom

Abstract
Modern computer technology has been evolving for
nearly fifty years, and has seen many architectural
innovations along the way. One of the latest advances
in computer architecture is the reconfigurable
processor-based custom computing machine (CCM).
CCMs use field programmable gate arrays (FPGAs) as
their processing cores, giving them the flexibility of
software systems with performance comparable to that
of dedicated custom hardware. The Splash 2 attached
processor developed at the Center for Computing
Sciences in Bowie, MD (formerly the Supercomputing
Research Center) is an example of a CCM. The
WILDFIRE architecture is based on the Splash 2
technology transferred from the Department of
Defense and the Institute for Defense Analyses,
Supercomputing Research Center. This architecture
has been proven to effectively solve many applications
related to document image understanding technology.
Several image processing kernels have been developed
at the Virginia Polytechnic Institute and State
University for the Splash 2 and Wildfire architectures
that can be used to develop document image
understanding applications. Other Splash 2
applications that relate to the concept of document
image understanding include textual keyword
searching, DNA sequence comparison, and fingerprint
image understanding. How some of these applications
relate to document image understanding and an
implementation of text searching using WILDFIRE are
discussed in this paper.

Advances in microelectronics have once again
provided the means to achieve advances in computer
architecture. A device called the field programmable
gate array (FPGA), combines the flexibility of
software with the high-performance characteristics of
custom-built hardware [14]. The FPGA is not only

1 Introduction
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PE : Processing element

68030 : Motorola 68030 processor
... . . ... : 32-bit data path
+--+ : 36-bit data path

Figure 2: WILDFIRE processor array block diagram.

2 The WILDFIRE system

The WILDFIRE system is an attached processor that
can be composed of one to sixteen processor array
boards. The system depicted in Figure 1 shows how
several WILDFIRE processor array boards can be used
with a host processor and external I/O to form a
complete high-performance computing system.

2.1 Architectural description

The architecture of a WILDFIRE system is divided
into three parts: the host system, I/O subsystems, and
the processing array itself. The host system can be a
Sun Sbus-based workstation, Intel Pentium PCI-based
personal computer, or a VME-based SPARC card.
The VME I/O subsystems can consist of virtually any
VME-based cards, including high-speed disk or tape
subsystems, memory cards, or bus-translation cards.
The external I/O subsystem can consist of custom
high-speed serial or parallel devices such as network
cards, digitized voice channels, video frame-grabbers,
or other WILDFIRE systems.

The WILDFIRE processor array is shown in more
detail in Figure 2. Each array consists of sixteen
processing elements (pEs one through sixteen) that are
attached to their nearest neighbors via direct
connections. These direct connections between PEs
form a one-dimensional systolic array (or linear array)
bi-directional data path. PEs one through sixteen are
also connected to each other via a full crossbar
interconnection network. The crossbar network allows
for other interconnection network topologies to be
created, such as ring, star, toroid, mesh and other
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networks. All network data paths connecting PEs
together are 36 bits wide.

An additional processing element called PEO is
present on each array to provide a means to control the
configurations of the crossbar, to control the data flow
between the host-accessible FIFOs and the array, and
also to perform processing tasks.

The bi-directional FIFOs on the WILDFIRE array
board are used to buffer the data to and from the host.
The PEl and PE16 input and output FIFOs are each
16k 36-bit words long, while the PEO input and output
FIFOs are each 32k 36-bit words long. The systolic
and SIMD connectors on the array board can be used
to connect multiple boards together in various
configurations, or can be used to connect an array
board to external I/O subsystems.

The configuration shown in Figure 1 uses the top
and bottom systolic connectors to create a linear array
of 256 PEs that is connected to external I/O. Also, a
SIMD broadcast network can be created by having
each array board receive instructions from an external
source via the SIMD connectors and sending these
instructions to each of the PEs through the crossbar
network.

The host can monitor or send data to the arrays
through the VME backplane and 68030 processor on
the processor array board. The 68030 also performs
on-board diagnostics, sets up data transfers to/from the
host, processes on-board interrupts, and handles PE
configuration and state readback.

The PEs on the processor array are made up of three
components: a user-configurable logic element
(DCLE), a memory component, and a dual-port



Figure 3: Processing elements PEO and PEI-16.

memory controller (DPMC). Figure 3 shows a block
diagram of the different PE structures.

2.2 System performance

The general performance of the WILDFIRE system
depends on the performance of the user-configurable
logic elements. More efficient UCLE designs result in
higher performance. However, the peak performance
of the WILDFIRE array board depends mainly on
processor clock rates and I/O throughput.

The maximum WILDFIRE processor array clock
frequency is 25 MHz. This means that the maximum
data throughput along the anyone of the linear array
or crossbar data paths is approximately 113 Mbytes
per second. At the same clock rate, the maximum
aggregate memory bandwidth of a single processor
array board is approximately 900 Mbytes per second.
This does not include the FIFO memories, which can
achieve sustained aggregate transfer rates of up to 50
Mbytes per second. The FIFOs are limited to VME
backplane transfer rates, but the front panel connectors
can easily achieve the maximum throughput rates of
113 Mbytes per second.

Typical processor clock rates are between 10 and 20
MHz. These rates greatly depend upon the nature of
the WILDFIRE application. The next section
describes several WILDFIRE applications and
describes their performance.

2.3 WILDFIRE applications

simulation of a WILDFIRE system in order to verify
the correct behavior of the system. Once the correct
behavior is achieved, the VHDL code for each of the
PEs can then be synthesized into separate PE
configuration bit-streams that can be downloaded into
the actual PE devices. A C-Ianguage program is used
to control the interaction and data flow between the
WILDFIRE arrays and the host machine.

Many applications that have been written for the
Splash 2 CCM can be ported directly to the
WILDFIRE CCM with minimal modifications. As
stated earlier, many of these applications fall into the
categories of image processing, digital signal
processing, and several types of searching algorithms.
Several of the image processing applications that are
discussed in [2] are similar to document image
understanding applications such as multi-lingual OCR
and document layout analysis. Performance results of
several of these applications are shown in Table I.

Another application that has been proven to be a
successful implementation on the architecture used in
the WILDFIRE CCM is document database text
searching [9]. The remaining sections of this paper are
used to illustrate how text searching can be
implemented on WILDFIRE, and how it can be used

RIGHTLEFT

PEO
HOST

...!>.E.~.:1.6 .

XBAR

UCLEX: User configurable
logic elements 1 -16

DPMC : Dual-ported memory
controller

RAMx16: 20 ns 256k x 1~il
SRAMmoduie

PEO : Port toIIrom PEO
HOST : Port tollrom HOST
LEFT : Port toIIrom PE or FIFO on left
RIGHT: Port tollrom PE or FIFO on right
XBAR : Port toIIrom crossbar

VIEFIFO

PEX
HOST

XBAR

UCLEO:User configurable
logic element

DPMC : Dual-ported memory
controller

RAMx32: 20 ns 256k x 32~il

SRAMmoduie
PEX : Port tollrom PE1-PE16
HOST : Port tollrom HOST
FFO : Port toIIrom PEOFIFO
VIE : Port tollrom VME
XBAR : Port tollrom crossbar

The PEO processing element is sometimes referred
to as the control element because it is used to control
the configuration of the crossbar and the flow of data
through the FIFOs. The UCLEO portion of PEO is
composed ofaXilinx XC4025 FPGA device, which
has 25,000 usable gates and 2560 flip/flops, that can
be used to process data as well as control the array.
PEO has a 256k by 32-bit SRAM attached to it through
a DPMC. This memory is twice as wide as the
memory of devices PEl through PEI6, and can be
used for buffering data or as a lookup table for
performing various computations. Data and control
paths between PEO and the host, PEl through PEI6,
the FIFOs, the crossbar, and other WILDFIRE arrays
can be used to implement various communication
patterns.

Processing elements PEl through PEI6 (denoted as
PEX) are the processing core on a WILDFIRE array
card. Each PEX can communicate with any other PEX
through the three 36-bit LEFT, RIGHT, or XBAR data
paths shown in Figure 3. Other data paths are
available for communicating with PEO or the host
machine. The UCLEX part of PEX consists of a
Xilinx XC4010 FPGA device, which has
approximately 10,000 usable gates for implementing
combinatorial logic, and 1120 bits of state (i.e.
flip/flops). The memory component attached to each
UCLEX via a DPMC is a 256k by 16-bit SRAM
device.

Each PE is programmed using a mix of behavioral
and structural VHDL. The VHDL code used to
program the PEs can be attached to a VHDL
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to perform document database searching and document
language identification.

Table I: Approximate performance of image
processing tasks on Splash 2 and WILDFIRE (in
millions of operations per second) [2].

Image Memory Arithmetia Floating
Processing Task Accesses Logical Point

Histogram 20 120 N/A
RegionLabeling 30 190 N/A

Median Filter 60 280 N/A
Hough 20 390 N/A

Transform

Pyramid 50 380 N/A
Generation

Morphological 20 480 N/A
Operations

8x8Convolution 30 650 N/A

2-DFFT 260 200 220

3 Text searching

As the information age descends fully upon us,
efficient methods of searching through the vast
amounts of data being generated daily become
essential. Many types of information databases, such
as legal and medical document databases, are highly
structured and can therefore be searched using inverted
file methods [11]. However, many other types of
document databases, such as news story databases, are
not structured with indexes and full text searches must
be performed [12], [10].

The text based keyword searching algorithm
described in this paper was originally designed for
operation on Splash I, then modified for Splash 2. For
more information on these Splash I and Splash 2
implementations of this algorithm, refer to [8] and [9],
respectively.

Text searching can be used to search a document
database for certain words that are contained in a
keyword dictionary. One algorithm designed for this
purpose uses hashing to determine the presence of
keywords in document database. Words of the
document database are converted into hash functions
which are used as addresses into hash tables which test
for the inclusion, or "hit", of a word in the search list.
Once a hit has been found, the word is marked as a
keyword and its location in the document database is
reported.

The traditional von Neumann architecture of general
purpose computers limits them to slower sequential
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implementations which cannot compete with CCM or
ASIC parallel implementations of these algorithms.
CCMs, unlike their ASIC counterparts, have the
flexibility to change hashing functions for different
types of databases. The next section describes one
such algorithm designed for the Splash 2 CCM.

3.1 Splash 2 algorithm description

The algorithm described in [9] that is designed for text
searching on Splash 2 streams words from a document
database through the linear array of processing
elements. Each processing element calculates a
different hash function for each word of the database
and checks its hash table for a hit. Only if each of the
processing elements records a hit will the occurrence
of a keyword in the database be recorded.

This algorithm consists of three stages: input
character formatting, hash function generation and
table lookup, and keyword hit recording. The first
stage is fairly simple and involves the formatting of a
32-bit data stream of words into sets of two characters
each.

In the English language, a space delimits the
separation of two words, and therefore signifies the
beginning or end of a word. For instance, an
occurrence of the word "the" in a document database
would be denoted by one of the two four-character
sequences, "the_" or "_the" (where ":" denotes a
blank space). If the algorithm is case-insensitive, each
of the 62 English lexico-numeric characters can easily
be represented by an 8-bit quantity. Therefore, two
character sequences can be represented as 16-bit
quantities. The first form of the word "the_" would be
separated into the 16-bit sequences "th" and "e_",
while the second word would be separated into "_t"
and "he". The first stage will then signal to the second
stage when once an entire 16-bit formatted word has
been transmitted.

The second stage is responsible for generating the
hashing functions that will be used as addresses into
the hash tables. Each processing element is used to
calculate a different hash function for the same word.
The hash function is calculated by first clearing the
22-bit hash register, then inputting a 16-bit character
sequence. The hash function mask is then applied to
the character sequence, and the result is circular
shifted to the right and loaded into the upper 16-bits of
the hash register. The next 16-bit character sequence
is then loaded, and the process is repeated until the end
of the word is reached. The value stored in the 22-bit
hash register is then used to check the hash table for a
hit.

Since the PE memories are 256k by 16-bits, they
contain exactly 222 bits. If the bit at the location in the



hash table referenced by the hash function contains a
one, then there is relatively high probability that a
match has been found. Figure 4 shows an example of
how the word "the_" is found in the hash table.

Figure 4: Hashing example for the word "the_".

An example of the probability of having a false hit
can be illustrated by using the entire English language
as the list of keywords. The list of case-insensitive
keywords would number around 218 words. Since each
word can start on either an even or odd byte boundary
(as shown above using the word "the"), this means that
2 * i 8 words can be found in the hash function. Given
that a hash table has 222 locations, only (2 * i 8

/ 222
) , or

1/8, of these locations will contain ones.

If n relatively independent hash functions are chosen
for each of the processing elements, the resulting
probability that a false hit occurs is equal to the chance
of getting only one false hit among all PEs. Therefore,
the probability of getting a false hit is (1/8)", or 2-48 for
n =16.

The final stage of this algorithm finds the location of
the matching word in the input stream and reports it to

Circu.... Shill Amount

Hash Function Muk

Clear the result

Input "til" (Ox6874)

Apply function muk

Circu.... shllt right

_hfor"th"

Input "e_" (OxOO65)

Apply function rn8sk

Circulor shill right

Result tor "._.
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ond 0 '0' muns perform the XNOR opemlon)
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10101010101010101,10 1,1,1,1,I' I0101, I01, 10101
1010101010101010101, 1,10101,101,1
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the host. The hit location is kept by counting the
number of words in the input stream and marking the
words that result in a match.

Figure 5 shows a block diagram of the Splash-2
implementation of this algorithm. Stage one is
performed by XL, stage two is performed by Xl
through X16, and the last stage is completed by XR.

3.2 WILDFIRE implementation

The WILDFIRE implementation of the text search
algorithm described above is very similar to the
approach used for Splash 2. The major differences in
implementation are mainly due to slight architectural
differences and added features of WILDFIRE.

The major architectural difference between Splash 2
and WILDFIRE is that the Splash 2 system has only
one interface to the host. The WILDFIRE board has
one interface to the host per array board, so one can
take advantage of broadcasting data to multiple boards
to exploit higher parallelism of execution. Another
architectural difference is that Splash 2 has the I/O
processors XL and XR, while each WILDFIRE array
card has only one PEO to perform the same I/O
functions. However, since PEO is an XC4025 and XL
and XR are only XC401Os, PEO has 2.5 times more
logic available than both XL and XR combined. Also,
PEO has a 32-bit wide memory attached to it that it can
use as additional I/O between the array and the host.

The differences between the Splash 2 and
WILDFIRE implementations stem from the
architectural differences. The basic data flow in the
WILDFIRE implementation is no longer through the
linear array data path. The 16-bit character sequences
are broadcast from PEO across the crossbar to
eliminate any latency due to the linear pipeline used in

XL X1

...

X16 XR

Figure 5: Splash 2 implementation of text search algorithm.
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the Splash 2 approach.

The results of the individual hash table lookups are
passed back to PEO. If multiple boards are performing
the algorithm, the PEO components on the additional
array boards pass their "hit" results to the first array
board's PEO via the VME backplane. The PEO of the
first board then calculates whether or not a "hit" has
occurred.

The remammg portions of the WILDFIRE
implementation of the algorithm are basically the same
as the one described above, except for the change in
data flow. The next section compares the results
between the Splash 2 and WILDFIRE implementations
of the text search algorithm.

3.3 Algorithm performance

The Splash 2 implementation of the algorithm is able
to process incoming data at the rate of approximately
20 million characters of text per second [4]. This rate
is based on the fact that the average number of
characters per word in the English language is 4.7
[11]. The WILDFIRE implementation should be able
to run at the maximum processor clock rate of 25
MHz. This corresponds to an estimate of
approximately 50 million characters per second,
including blank characters. This processing rate
requires the VME backplane to transfer data to
WILDFIRE at 50 Mbytes per second.

The probability of a false hit using a single board
system is the same for Splash 2 and WILDFIRE,
which is 2-48, or approximately 10-15

• This probability
can be decreased by using a multiple board system.
The Splash 2 approach would increase the latency of
the result due to the longer pipeline through multiple
boards. A WILDFIRE multiple array board approach
would not require additional pipeline delay, due to the
use of a crossbar broadcast data path.

Another advantage of a multiple array board
WILDFIRE implementation is that it can search
through multiple lists of keywords for hits in the same
document. The multiple keyword lists could be multi
lingual dictionaries, or possibly a single dictionary that
is distributed across multiple array boards. For the
distributed dictionary case, the probability of a false
hit is reduced to 2-112

, or approximately 10.34
•

The algorithm could also be used to detect "misses"
instead of "hits". This can be used to detect when
words in a document are not contained in a dictionary.
Many other variations of this and other database
searching algorithms have proven to be good fits for
the WILDFIRE architecture [4].
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4 Conclusions

The WILDFIRE text searching algorithm is an
excellent example of a high-performance solution to a
document image understanding problem. The image
processing performance measures also show that
WILDFIRE is very adept at performing image
processing tasks. The image processing and searching
algorithms can be incorporated into a single system
that can be used to create and process document image
databases. WILDFIRE continues to improve upon the
successes of its Splash 2 predecessor to become one of
the most powerful machines that is commercially
available today.
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Abstract
The Document AttributeFormat Specification
(DAFS) is a newformatfor Document and Image
Understanding. It improves overcommercial OCR
formats by beingfree, open, and capable of
representing all scriptsand languages. becauseit
usesthe Unicode character encoding standard. For
document understanding, it usesaflexible, SGML
like hierarchyand taggingsystem. Unlike SGML, it
is binary, compact, and capable ofstoring image
and data in onefile. It is designedto straight
forwardly handledocument decomposition. DAFS
can represent uncertainty in recognition andpage
decomposition withconfidence valuesand
alternative interpretations. Developers have
complete supportin adding theirowntypesand
data. DAFSis botha file format anda libraryfor
manipulating structuresprogrammatically. The
Illuminator programis an X-WindowsIMotifeditor
and viewerfor DAFS.

1. Introduction
While many formats exist for composing a
document from electronic storage onto paper, no
satisfactory standard exists for the reverse process.
The Document Attribute Format Specification
(OAFS) is intended to be a standard for document
decomposition, for applications requiring document
image understanding and the exchange of data from
document images. DAFS is a file format, but it has a
C-Ianguage API which we refer to as the DAFSLib.

DAFS is a "rich" format designed for encoding
any information which might be extracted from a
document-from content to physical structure to
logical structures interrelated across different parts
of a document. The key features of DAFS are
hierarchical structure, the ability to encode all
languages and scripts, the ability to express
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ambiguity and uncertainty, and uniform treatment
and file storage of image and text Combined with
its easy convertibility into other formats, this makes
DAFS ideal as a document interchange format.

Since we are already overwhelmed with
standards that attempt to address document
composition and interchange, such as SGML, RTF,
PDF, why do we need a new standard for document
decomposition? Quite simply, the requirements for
document decomposition are very different from
those for document composition.

Existing commercial OCR formats generally
have limited abilities to represent document
structure. They are not open formats, either in the
sense of being well-documented or in the sense of
allowing application-defined data DAFS is designed
to be useful from the beginning of the document
understanding process (an ordinary captured image),
through every stage to the final result (a document
with both text and structure labeled according to the
user's requirement). From this point, DAFS'
similarity to SGML allows easy conversion to
SGML or other fancy text formats. At every step in
the process of document understanding, DAFS is
capable of representing all the information
traditionally used in the process, with hooks for
application-defined data.

The design of DAFS was a joint effort by RAF
Technology and a working group organized by the
Advanced Research Project Agency (ARPA). The
format hasbeen implemented by RAF Technology.
In this paper we talk about the design and
implementation of DAFS, with a brief description of
Illuminator and some sample scenarios of using
DAFS and Illuminator.



2. Design Considerations
In publishing applications, documents are "encoded"
via standards such as SGML in preparation for the
actual printing process. In the document
understanding and page decomposition arena, we
perform "reverse encoding", seeking to reverse
engineer the meaning from an image of the printed
page. The greatest difference between encoding for
document creation and the reverse encoding of
document images is that during the reverse encoding
process, there may be varying levels of uncertainty
in the interpretation of aspects within the document.
In the document creation process, this ambiguity is
not present, since the document is usually being
encoded by the same person who created the
representation of the document. A data format for
document reverse encoding must have a mechanism
for representing these ambiguities.

Document composition systems usually store an
internal format and generate a rendering, whereas a
document decomposition system starts with the
rendering, and must work backwards. Thus, even if
a composition standard allows mixed image and
text, it doesn't associate the image with the text. An
interesting hybrid, hoever, is the POF format used
by Adobe. Normally used as an interchange format,
there is also an OCR package called Acrobat
Capture that recognizes what it can, and leaves
uncertain sections in the raw image format.

Document encoding standards have evolved over
the years from raw text, to text with escape codes, to
text with physical tagging, and finally to text with
logical tagging. In a similar way, OCR developers
and researchers are realizing the importance of
doing more thanjust reading individual characters.
When we know more about the document structure,
we have two benefits:

• higher level understanding gives us
context to improve low-level recognition
accuracy;

• document understanding is what we
really want.

It is thus desirable for a document decoding
standard to have the ability to express complicated
physical and logical structure. When composing a
document in a system such as SGML, the user can
be held to the strict rules of a document archetype.
A document decomposing standard must be much
more forgiving, since the data can be incomplete,
incorrect, or uncertain.
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3. DAFS Implementation

3.1. Basic Concepts
The basic unit of a OAFS file is an entity, which can
be any object of interest in the document The
entities canbe arranged in arbitrarily complex
hierarchies. See Figure 1 for a sample hierarchy.

Figure 1: Example Document Structure

There are two sorts of dataassociated with an entity:
traditional information such as pointers to image,
bounding boxes, and text content; and arbitrary
programmer-defined data. All the data in the former
class have specialized formats and get and set
functions. The data in the latter class are represented
by properties, which are name, value pairs. An
entity need have every sort of data. For example, a
logo data base would have no text content associated
with entities, just image. On the other hand, a
document that was in the final process of being
OCR'd, having already been scanned and corrected,
might have all references to images and bounds
removed, retaining only text and hierarchy for its
meaning.

Every entity has a type, which is simply a string
associated with that entity. In some other
programming systems, the word "type" implies a
regularity and definite nature that is not present in
OAFS. All OAFS entities are alike; the meaning
associated with the entity type is merely
conventional. There are two exceptions to this
principle. First, properties may be associated with
types as well as individual entities. Second, the illum
program has some hardwired assumptions about type
names in its Text Mode. OAFS cannot afford to be
as restrictive with types as, say, SGML, because of



the essentially incremental and uncertain process of
document understanding.

A typical convention might be to give the entities
of a document the following types: Glyph, Space,
Word, Line, Newline, Paragraph, and the Document
as a whole. Each entity is a region of image
delimited by an image bounds. For example, a Word
entity is represented by a region bounding the image
of a word on screen. Typically, the image of a line
of text will be associated with a Line entity which
may have Word child entities; each Word may have
Glyph children; each Glyph may be labeled with its
textual content (a character). The choice of names
and the structure of the hierarchy in the above
example is purely conventional, and the applications
programmer is free to invent his own conventions.

OAFS images on disk are stored in a run-length
compressed format based on the TIFF standard. In
memory, they are expanded to a form more suitable
for run-time manipulation. Typically one-third the
size of a bitmap, they are can be efficiently scaled,
rotated, or converted to a bitmap.

All OAFS functions that deal with text come in
both ASCII and Unicode flavors. Unicode is the
emerging worldwide character encoding standard.
Each character is a fixed two bytes, and most
characters are easily translated to national character
standards, especially ASCII characters. OAFSLib
also includes functions that are Unicode analogues
to the standard C ASCII string and character
functions.

3.2. Textual Content
Every entity can have the following types of textual
content

• (Unicode) character
• ASCII string
• Unicode string
• (Unicode) character possibility set
• integer value
• no data

In the next section, we will see how to express
ambiguity or uncertainty using "borrows" and "ors",
but there is a more efficient way for characters. A
possibility set is a list of character value, confidence
pairs. The entity is considered to have one of th~
character values in the possibility set. The associated
confidences are not necessarily probabilities, but
higher numbers are considered by convention to be
more likely.
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3.3. Hierarchy
OAFSLib bas functions that allow you to create,
traverse and rearrange hierarchies. It also has several
functions that for searching in read order for entities
that match specified criteria. Two non-traditional
features are referred to as "ors" and "borrows". Or
paths allow multiple interpretations of the same part
of a document Borrowed entities allow multiple
representations of a document to share data where
feasible.

An example of the use of borrowed entities is a
document understanding program that wants to have
hierarchies that represent both logical and physical
structure of a document. The ordering arrangement
of the higher level entities in these two sub
hierarchies would be different, but the smallest
elements, say words and characters, would be the
same. One way to do this would be to create
completely parallel hierarchies down to the smallest
elements. The problem with this approach is that the
data would be duplicated, using memory and
requiring any editor to be able to make corrections
at the smallest levels to modify the structure in
multiple places or to allow the two hierarchies to get
out of sync.

The solution is for the second hierarchy to
"borrow" the data in the lowest level of the
hierarchy. Each entity at the lowest level has an
independent place in the hierarchy but shares the
same data (image pointer, bounding box, and text),
as the corresponding entity in the other branch.
When the data pointed to by one is edited, it is the
same data that its analogue points to, and so both are
updated. As a result, the hierarchy is really a
Directed Acyclic Graph (OAFS prevents an entity
from borrowing an ancestor).

OAFS represents uncertainty via alternative
branches in the hierarchy. Every entity that has
children bas a logical type field that describes how
the children are to be interpreted. Most entities have
"and" children. An example is Word whose children
are Glyphs; the entity is interpreted to be composed
of the sum of the children. On the other hand, when
a recognition algorithm is uncertain, an entity will.
be given "or" children. All the children of that entity
are interpreted as different possible alternatives of
the parent entity; implying that just one of these
alternatives must be chosen to reconstruct the entity.

By convention, then, if a parent has "and"
children, the entity types of the children will be "one
less" than that of the parent For example, the
children of "Paragraph" might be "Line". If an entity
bas "or" children the types of the children will be



"equal" to that of the parent. Nothing enforces these
conventions. Borrowed entities are often used in
combination with "or" paths. Figure 2 gives an
example with "ors" and "borrows".

Figure 2: Structure Using Or and Borrow

4. Properties
Properties allow the application's programmer to
attach arbitrary data to entities. Each property hasa
name, and a value. One entity can have only one
property of a given name. The value can be of
several types

• ASCII string
• Unicode string
• Integer
• Boolean
• User Data-permanent user data
• User Pointer- temporary user data

DAFS provides two methods for storing arbitrary
user data. The first is user data. It has the constraints
that it must be a pointer to contiguous memory and
that a swapping function (described below) must be
supplied. User data properties are saved to disk like
other properties. User pointer properties canbe any
kind of data that can fit in a pointer. DAFS does not
know anything about such data so it is treated a little
differently. Other property values are copied into
DAFS own data space, which implies a memory
allocation for those property values that are pointers.
In contrast. DAFS just remembers the original value
of a user pointer property. Because it hasno idea
what is in a User pointer property, DAFS does not
attempt to save it to disk.
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In addition to being able to set and get
properties, one canalso iterate through the all the
properties in an entity. The order of properties is not
specified.

One of the common problems in file portability
is byte-swapping. Different machines order bytes
differently. For example if a short is located at
address Ox1234 on a Motorola 68000 processor, then
the more significant byte of the short will be located
at Ox1234 and the less significant byte will be
located at 0x1235, in contrast. on an Intel 8086
processor, the more significant byte would be
located at Ox1235 and less significant byte at
OxI234. DAFS automatically takes into account that
DAFS files may be written on different machines. It
keeps track of the origin of all data and swaps it as
necessary. However, the internal structure of a user
data property is known only to the application
programmer, and so he must supply a swapping
function when such a value is retrieved.

DAFS also allows the association of properties
with an entity type. These act as "default" values for
entities of the specified type, but a value for the
specified property assigned to a specific entity
overrides the "type" property. Type properties are
not saved to or read from disk in the current
implementation of DAFS.

4.1. How Entities Refer To Images
It is common for all the images in a hierarchy to
refer to the same image. To make this easier,
whenever an entity is created, it is automatically set
to point to the same image as its parent does.
However, an entity hierarchy can still refer to
multiple images or none at all. Each entity canrefer
to a portion of its image using one of three formats.
The three formats are:

• Box - a simple rectangular shape
• Box List - a collection of rectangles
• Orthogon List - a collection of orthogons

An orthogon is a polygon where the angle
between any 3 successive points is a right angle. The
box list was requested by OCR developers, whereas
the orthogon list made it easier to render complex
areas graphical user interface.

4.2. DAFS File Formats
Currently DAFS files may be stored in DAFS
BINARY format DAFS uses a tagging system
reminiscent of SGML, but is not human-readable
because it contains binary images. The ASCII text
portion of a DAFS file (the combined entity textual



content) may also be saved as ASCII text with
Unicode characters encoded using the UIFIFSS
multi-byte encoding scheme, or as Unicode text
encoded according to the Unicode Standard. Of
course, all the information about the image or the
bounding boxes is lost in such a transformation.
SGML output is planned for the future.

The DAFS Library can read in bi-level TIFF
images or PDA (a Caere proprietary format) images.
and convert them to OAFS. It is also possible to
avoid converting the image itself and maintain a
reference to an external image file.

4.3. Miscellaneous
In this section we talk about a select number of
miscellaneous features of DAFSLib. Callbacks
make it easier for an application programmer to
write a user interface for DAFS. When DAFS
structures are created. modified, or destroyed, the
DAFSLib will call a user specified function with a
code specifying the nature of the callback and a
pointer to the affected entity.

An application programmer can sort the children
of an entity, for example, by the increasing y
coordinate of the upper left hand corner.

By default, DAFS uses the standard stream
library. For embedded applications, the programmer
can override these and supply his own low-level file
io commands.

5. D1uminator
Illuminator is a DAFS file view and editor. Figure 3
shows the sample document that has been the basis
for our previous examples in Illuminator. The
program has 5 viewing modes, each of which
captures a different facet of the documents structure:

• Imagemode
• Textmode
• Out-Of-Context mode

• Flag mode
• Treemode

No assumptions are ever made about whether a
document has a certain structure or has certain data
stored in it For example, if there are no images,
image mode will simply show a blank screen. If
there are 15 images, the user will be able to view
any of them in image mode.
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Figure 3: Illuminator

There are also a number of dialogs that aid in
international text input and in viewing the contents
of individual entities.

5.1. Image Mode
Image mode sorts out an entity hierarchy according
to which image each entity points to. Each image in
the document gets a separate page and only one is
visible at a time. The current image is displayed
with the bounding boxes and contents of the entities
overlying it. Different entity types can be
represented in separate user-specified colors. All
entity types can be displayed, or just the types
selected by the user. Entities may be created and
deleted. A given entity's content can easily be
edited, and its bounding box moved or resized.
Those which do not have bounding boxes cannot be
directly represented, but they may be indirectly
affected if a related entity is modified.

5.2. Text Mode
Text Mode displays the text contents of entities for
which such text exists. Special entities such as Space
and Newline allow the text to be laid out in lines
with spaces. There is currently no support for
separate pages or columns. If the document does not
contain formatting information, the text is run
together on a single line. One can add or delete text
in a manner similar to a basic text editor.

Illuminator also can jump to entities that have
been flagged by an OCR program as questionable.
An image of the suspect entity pops up and the flag
can be cleared or the text can be corrected.

One can even create a de novo (from scratch)
document, with no image whatsoever, or edit a plain
Unicode me. Because the text mode is so crude, the
only reason one would do this is to take advantage



of Illuminator's rare ability to display and input
Unicode.

5.3. OOC Mode
In the Out-of-Context (OOC) mode, all the Glyphs
of one text value can be displayed together. The user
is able to bring up a window ofjust the 'a's, for
example. They will be displayed packed from left to
right and top to bottom, without regard to the
original location on the page or even what image (in
the case of a document with multiple images) they
came from.

OOC Mode is a completely different way of
verifying a document's accuracy, and provides a
powerful tool for creating error-free documents and
training sets. Simply proof-reading a document does
not produce an error-free document. The very
abilities which make people good at reading
degraded documents, and capable of filling in a
pattern from a few clues, also cause them to miss
many kinds of typographical errors. This is
especially true for documents which were
recognized by OCR, where errors tend to look like
the correct result. If, for example, the word 'bold'
were misrecognized as 'hold', a proof-reader might
well read bold' as the similar-looking 'bold' just
because the surrounding context would suggest it. A
spell-check program would also miss this particular
error. Because Out-of-Context Mode brings all
entities of the same type into one window, all the
contextual information is stripped out of the
document. The user cannot read the document and
therefore cannot read right over errors. Errors can
usually be spotted with a quick glance at the page.

5.4. Flagged Mode
The look of Flagged Mode is somewhat similar to
Out-of-Context Mode. Flagged Mode is for
correcting entities which have been flagged by OCR
as questionable or unknown. Some OCR programs
may flag single glyphs; some may only flag entire
words. The flagged entities are grouped by entity
type rather thanby content, so that the user may
view a page of flagged Glyphs, a page of flagged
Words, flagged Lines, etc. The OCR-derived content
of each entity is displayed along with its image, and
the mode has key bindings that allow quick
processing.

5.5. Tree Mode
Tree Mode displays information about the entity
hierarchy in compact form, listing the entities in pre
order. The Tree Mode replaces the hierarchy mode
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that debuted in release 0.9, and is the one feature
described in this paper that is substantially different
from the available version. Tree mode allows you to
choose or paths, rearrange hierarchies, and collapse
a hierarchy in much the same way you might
collapse a directory in the Macintosh file finder.
Different entity types are displayed in the same user
configured color scheme as the image mode.

5.6. Dialogs
The keyboard dialog allows one to override the
standard American English keyboard and input
characters from the supplied scripts. Included are
most Western European languages, Greek, and
Cyrillic. Arabic and Korean are in the worlcs.
The Japanese input dialog allows one to input
Japanese characters by inputting the sound of a
phrase and choosing from a list of possible
characters that match.

The Entity dialog displays information about a
selected entity: its image, bounding box, properties,
and text content.

6. Scenarios For Using DAFS and
D1uminator

6.1. Development
We give the example of bootstrapping the
development of a new character recognizer
for a new script or language.

l. Label initial training set, and create ground
truth set.

2. Create a character classifier.
3. Run classifier on a larger set of documents

than the initial set.
4. Correct the results of the classifier using ooc

mode of ilium some analysis here may tell us
that some characters in the initial training set
was mislabeled, or uncover some flaw in the
classifier.

5. Improve classifier.
6. Run classifier against ground truth, and

compare results. RAF has created an error
count program that generates both statistics
and "diff' files.

7. Repeat step 5., until we are satisfied with
classifier.

There are a number of alternatives for step 1.

l. Draw bounding boxes around characters in
image mode of Illuminator and label them.



2. Have a segmenter block the characters and
again label the characters by hand.

3. Generate a training set by converting the
system font file. RAP has created converters
for bdf, MetaFont, and TrueType fonts.

6.2. Production
We give the example of a production environment
that uses DAFS and Illuminator. In the diagram, the
gray region is the area in which the common format
is DAFS. DAFS can be used efficiently for all
document understanding tasks. because it allows the
user to specify many different types of information.
but never requires the kinds of information the user
is not interested in. The only places is it is
inappropriate to use DAFS is as the initial output of
scanner. where TIFF is the standard, and DAFS has
built-in support, and when the user wishes to have
fancy formatting such as in Microsoft Word.

CIIMltTo
IW5

Figure 4: Production Scenario

In Figure 4. we give an example of an office that
takes advantage of DAFS' document understanding.
OCR. and international text capabilities. The gray
boxes represent stages that use or result in non
DAFS format data. Some notes to go along with
select boxes follow.:

Scanner: The DAFSLib can read the popular TIFF
format.
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Convert To DAFS: DAFSLib comes with a
converter for PDA. and a prototype of a converter
for XIS exists.

Script Recognizer: It is conceivable that both
scripts might exist in one document and that the
regions of like text would be so labeled.

Article Database: We posit that an operator might
do some minimal organization of article images,
and then users could retrieve the images. They
could add their own annotations or run OCR,
saving the updated article back to the database.

Correct Text in Dluminator: One would probably
use the flag popup in the text mode or the flag
mode. The OOC mode can help in a pinch.

Correct Types in IUuminator: An operator views
the memo in image mode and verifies that the to,
from, and subject fields are labeled correctly,
and corrects them if they are not. Set up the
colors that each type is to be drawn in to make
this easier.

Create Text in Dluminator: Take advantage of
Illuminators rare international text input
capabilities to create a Unicode text document.

SGML Converter: Simple write a program that
recurses through the DAFS hierarchy, printing out
the entity type for the begin and end tag and the
children or the text content in the middle.

7. Availability
DAFSLib is the C-language API for reading. writing
and manipulating DAFS structures. It is available in
a compiled fOIlD for Sun SPARC workstations. SGI
Workstations. and Pes running Linux (a free Unix
clone). The library has no user interface. but the
ilium program can be used to view and edit DAFS
files, illum or Illuminator, is an X-windowslMotif
application available for the same platforms as
DAFSLib. The latest release of illum is version 0.9,
which was completed in June 1995. The latest
release of DAFSLib is version 0.9.2. and it was
complete in September, 1995. The two releases are
compatible and can be found at
ftp://ftp·cfar.umti.edu/publcontrib/source/illuminator

8. Acknowledgments
I would like to thank Mitch Buchman, our contract
officer. who contributed several paragraphs to this
paper. DAFS and IlIum have been funded by ARPA
under contract MDA 904-93-C-7219.



Turning Multimedia Data into Information

Mike Kennedy Tom Polivka
Excalibur Technologies Corporation
9255 Towne Centre Drive, 9th Floor

San Diego, CA 92121

Abstract
Information retrieval today stands on the threshold of becoming a strategic tool for information manage

ment. With the prolific digitization of information, the development of technical standards which cut across
databases, networks and platforms, and the merging of computers and telecommunications to create an envi
ronment of virtually unlimited information distribution, there is a growing need for intelligent software that
organizes, adapts, searches and retrieves information on demand.

Information retrieval, like every other aspect of the information industry, has been and will continue to be
shaped by the twin forces of technological innovation and market demands. Computers entered our workplaces
some forty years ago as machines with tremendous power to perform complex numerical computation and
analysis at great speed. Today, they process and store not only our numbers, but our words, pictures, sounds,
and signals as well. The evolution of information technology-powerful workstations on the desktop, net
works, intelligent software-has brought us to the threshold of seemingly limitless data and computing power.
For decades we hcue been asking for more, faster. Now that we have it, the real challenges of-information
management are about to begin.

In the final analysis, a world of electronic multimedia documents dispersed across global networks will
create a virtually unlimited market for intelligent software that organizes, adapts, searches and retrieves the
right information on demand. Companies that succeed in this market will be "understanding" businesses that
add value by bridging the gap between data and knowledge, making information meaningful and useful.
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Information retrieval today stands on the threshold of
becoming a strategic tool for information
management. With the prolific digitization of
information, the development of technical standards
which cut across databases, networks and platforms,
and the merging of computers and
telecommunications to create an environment of
virtually unlimited information distribution, there is
growing need for intelligent software that organizes,
adapts, searches and retrieves information on
demand.

With the proper information retrieval tools, there
exists the opportunity to develop a new class of
application by providing data elements such as
voice, text, images and full motion video natively.
This has the potential of adding incredible value to
the application.

There are emerging technologies and tools in the
area of parallel processors, text retrieval systems,
pattern matching technology, fractal compression
and natural languages that address these needs.

We can begin with a few observations made by
Richard Saul Wurman in his best-selling book,
Information Anxiety.

"More new information has been produced in the
last 30 years than in the previous 5,000 . .. Today, a
weekday edition of The New York Times contains
more information than the average person was likely
to come across in a lifetime in seventeenth-century
England. . . . The English language now contains
roughly 500,000 usable words, five times more than
during the time of Shakespeare . .. The amount of
available information now doubles every five years;
soon it will be doubling every four."

Today we mass-produce information the way we
once mass-produced automobiles, and information
has become an international currency upon which
fortunes will rise and fall. We will explore some of
the key factors shaping the business of information,
particularly as they relate to information retrieval.

Today, the glitter of information is digital.
Virtually every means we have of comprehending
information - words, numbers, pictures, and sounds
- can now be transmitted, stored and processed as
digital data. The word "multimedia," though much in
vogue these days, may prove to have a remarkably
short half-life. In point of fact, any and all media are,
or can be, digital. Today, there is really only one
primary information medium, and it is digital. To

quote Nicholas Negroponte, the head of MIT's Media
Laboratory, from a recent Byte magazine article:
"Bits are bits."

But we must remember that everything that
glitters isn't necessarily gold. It is curious that the
word "information" has come to define our modem
age but has itself become ambiguous and overused
almost to the point of senselessness. Once commonly
defined as instruction, teaching, and meaningful
communication relating to the formation of ideas and
knowledge, the word "information" has been
increasingly applied as a technological term referring
to anything that can be sent over wires, beamed
through fiber, bounced off a satellite, or stored in a
computer's memory.

This technological meaning has become so
pervasive that the critical distinctions between data,
information, and knowledge have been largely 
and mistakenly - forgotten. The heart of the matter
is this: raw data can be, but is not necessarily,
information. Data are facts, information is the
meaning that human beings assign to these facts.
Further, meaning, or useful knowledge, is the
inherent value of information. As one observer of the
information age stated: "Information is not
knowledge. You can mass-produce raw data and
incredible quantities of facts and figures. You cannot
mass-produce knowledge."

NEW ERA

We may be on the verge of a new era in information
retrieval technology that will, in fact, allow us to
extract knowledge from data using computers in new
ways.

Information retrieval, like every other aspect of
the information industry, has been and will continue
to be shaped by the twin forces of technological
innovation and market demands. Computers entered
our workplaces some forty years ago as machines
with tremendous power to perform complex
numerical computation and analysis at great speed.
Today, they process and store not only our numbers,
but our words, pictures, sounds, and signals as well.
The evolution of information technology - powerful
workstations on the desktop, networks, intelligent
software - has brought us to the threshold of
seemingly limitless data and computing power. F01"
decades we have been asking for more, faster. Now
that we have it, the real challenges of information
management are about to begin.
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INFORMATION BUSINESSES

Broadly speaking, within the information industry
there are four kinds of businesses.

These businesses require a non-restrictive,
unstructured means to access, distribute, manage,
store and retrieve information. First, and most
obvious, is the creation business. Today, we can
include in this category any organization - large or
small - that has anything to do with the media,
education, manufacturing, consulting, financial
services, health care, legal services, insurance, law
enforcement, government, research ... the list goes
on and on. Suffice it to say that virtually all of us, to
some degree, are in the business of creating
information. In large part, the information creation
business represents the marketplace for the other
three.

The second information business is easily
recognized. It is the transmission business. Powered
by brilliant technology, insatiable demand, and
handsome profits, this business is virtually the
exclusive domain of Fortune 500 companies: the
ones who crowd the headlines with news of multi
billion dollar mergers; the general contractors who
are competing to build the "information
superhighway."

The third business of information, still speaking
broadly, is the storage business, and this domain
includes companies of every size. This is the
province of computer hardware and software, and it
is the area where some of the most innovative
technological breakthroughs have taken place.
Changes of scale in power and performance have
become routine in this business. Devices that once
filled entire rooms now sit on our desktops, powered
by microprocessors the size of a fingertip. Yet while
physically shrinking, storage technology has at the
same time increased in capacity in inverse
proportion to its size. Information that once filled four
file cabinets now fits on a disk no bigger than our
hand.

There is a fourth domain in the information
industry, and it is largely unexplored. This is the new
frontier of seemingly infinite information and
limitless computing power. It offers untapped
potential for new kinds of businesses that enable
"understanding" by helping customers bridge the gap
between data and knowledge, making information
meaningful, applicable, and approachable. These are
the businesses that will build the off-ramps of the
information superhighway.

CHALLENGE OF THE 90's

The information technology of the 90s offers us the
promise to access, distribute, manage, store, and
retrieve information in real-time, regardless of
database, network or platform. The information

challenge of the 90s, driven by market demand, will
be to liberate knowledge from data, empowering
human skills and enabling productive action.

Traditionally, the information retrieval business
has been viewed as a supporting player in the data
storage business, and most retrieval companies and
technologies have been content to focus on
objectives defined by this limited view.

Legacy retrieval technologies, which search
strings of text, depend almost exclusively on
methods of organizing information by manually
analyzing and classifying its content. Most early text
retrieval systems, for example, only allowed
searching for documents based on a few key words or
phrases selected in advance by a librarian when the
document was archived.

Legacy retrieval systems for structured database
information have also failed to extract all of the
value that can be gained from historical data. One
industry observer has pointed out that "companies
have spent billions of dollars over the past 10 years
to create relational databases in the hopes of
"extracting a broad range of information from data ..
. (however) only 10% are really delivering benefits
of the original investment ... People want to know
trends arid patterns, you can't get that from the
current implementation of SQL."

When we consider applications for multimedia
information retrieval, the need for innovative
technology and new methods becomes abundantly
clear. Two basic challenges confront conventional
retrieval technologies when we try to apply them to
multimedia information:

Access

First, multimedia information can present daunting
volumes of data. For example, a typical 90-minute
movie, at only marginal resolution and color quality
as compared to broadcast video, may require close to
60 billion bytes of storage. Even the most powerful
compression would leave us with megabytes of data.

How can we expect to index, search, and
retrieve on the full-contents of such information?
Unless we are willing to invest in impractical levels
of brute clerical force for hand-labeling every
separate frame, the best that conventional SQL
based approaches can offer us is to treat the entire
movie as a database BLOB. But that still leaves the
problem of access to content unresolved.

The second major challenge of multimedia
content-based retrieval is how to label and
categorize difficult to describe data types. How do
you label a sound? How do you describe a color, a
shape, or a texture? Conventional models, which
layer database structures or other predetermined
organizational maps on top of data in order to
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retrieve its content, simply cannot handle the
volume, or the complexity of multimedia
information.

APRP

Adaptive Pattern Recognition Technology offers
capabilities for efficiently, flexibly, and accurately
managing many types of unstructured, multimedia
data and for retrieving it based on its contents. This
innovative technology has proven itself in text
retrieval and document imaging applications and
shows enormous potential for meeting the
multimedia challenges of the future.

Adaptive Pattern Recognition Processing
(APRP) is based on neural network models that
recognize and index binary patterns in all types of
digital data. These models consist of a set of
algorithms or pattern processors which self-organize
and self-adjust to the data being processed. Unlike
traditional models which must be manually "trained"
by programming, APRP systems automatically
"learn" by processing data.

Because Pattern Recognition indexes are data
directed and self-organizing, they readily adapt to
dynamic, unstructured information. Further, APRP
enables automatic indexing of data, eliminating the
cost, the inherent biases, and the inefficiencies of
subjective, manual indexing methods.

Pattern recognition indexes also enable full
content-based retrieval of digital information. APRP
indexes contain the pattern ID number and a linked
list of the locations in the original data where those
patterns are found. Users simply present the system
with a sample, or a clue, of the information they
want to retrieve, and the search engine matches
patterns in the clue with those in its index. In effect,
the system matches the content of the sample with
content in the data. Also the match does not have to
be exact because of the fuzzy search which results
from pattern recognition. In a text retrieval
application within a document management system,
fuzzy search allows users to find documents that
contain the always present OCR errors and also does
not prevent successful search results even with
keystroke errors.

Pattern Recognition indexes are memory
efficient, typically requiring only about one-third the
space of keyword indexes, for example. And APRP
algorithms are executable in parallel, allowing for
dramatically reduced processing time using multiple
processors.

APRP's integrated architecture enables content
based retrieval for any digital data, regardless of its
type. As far as APRP is concerned, "bits are bits"
and "patterns are patterns." The technology has
proven successful in text retrieval and document

imaging application products In a wide range of
markets.

As an example, Pattern Recognition can learn a
series of handwritten Kanji images and then when
presented a Kanji character clue written by someone
other than those who created the original database,
an APRP based application can find the closest
match.

USER-CENTRIC ENVIRONMENT

Just as the bit is the basic unit of binary information,
and the database field the basic unit of structured
alpha-numeric information, the electronic document
will become the basic unit of unstructured
multimedia information; and its dynamic character
will shape the document management systems
through which it flows.

• Legacy systems of the 70s and 80s created
"continents of information"

• In contrast, today's IS infrastructure is a
heterogeneous, highly distributed, user-centric
environment.

• Organizations are rich in information only if
they can bring together the diversity of platforms,
data repositories, and applications under one roof.

• The growing popularity of imaging has come in
large part for its obvious benefit of reducing paper.

• Imaging has played a greater role in opening
the door to a common electronic metaphor by which
to join otherwise separate and distinct elements of
the organization - the electronic document. This
shift to user-centric, document-based information is
the foundation of technologies such as workflow and
groupware.

NEW MARKETS

New consumer markets are emerging as well.
Perhaps no more compelling metaphor has emerged
in the information industry in recent memory than
that of the "information superhighway." For the past
year, or more, it has been difficult to pick up a
newspaper or a magazine, or turn on the television,
without encountering another story of another mega
billion dollar merger involving some of the largest
companies in the world, vying to build the
information superhighway. And then the subsequent
derailment of the deal because of Judge Greene.

America loves "big ideas" and the information
superhighway is one of the biggest to come along in
some time. Most people aren't sure exactly what it's
going to be. Ask ten different people and you're
likely to get ten different answers - particularly if
they happen to be in the information business.

But in the area of on-line information services,
one thing that millions of people are agreeing on is
the Internet, which one observer has described as " ..
. a remarkable worldwide computer cooperative, a
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government-subsidized experiment in distributed
computing, electronic community, and controlled
chaos." Total subscribers on the Internet have
exceeded 15 million, and are growing by as many as
150,000 new users per month. Add to this the
commercial on-line services Compuserve,
America Online, etc. - and you can see just how
big the potential consumer market is.

In the area of broadcast and cable television, the
promise of a 5OO-channel universe is causing a
radical rethinking of how this industry is going to do
business in the future. Freed from the control of
supply-side programming and scheduling, consumer
television is heading into an age of microcasting,
"open sea" channel-surfing, and on-demand
programming. The market for helping users navigate
those 500 channels is already starting to attract the
attention of a number of companies, ranging from
start-ups to some of the largest enterprises in the
world.

INTERACTING WITH THE DATA

But, whether you connect to the data highway by
copper, coaxial cable, fiber or radio, the key
unanswered questions are how you will interact with
the giant network - whatever it is and whatever it's
called - and what you will find there. Being linked
to everybody and everything in the world won't do
much good if you can't use the system or locate
services you need - or if there's no data on-line you
care about.

Another area of immediate concern is the area of
document and information management. An early
promise of computing was rapid access to
information, but that benefit is not necessarily
delivered by traditional methods of manual searches
or subjective index references upon which many
"advanced" offices still rely.

Quick access to correct . i?formation enables
responsiveness and compentrveness. Some
organizations have implemented and expanded the
use of databases and various document management
software packages to meet the demand for
information access. However, these approaches can't
always respond to the specificity and depth required
by advanced information requests. Full-featured
imaging systems can provide the missing elements to
immediate information access, and also complement
installed database solutions.

Imaging products provide the strategic software
solution that completes the suite of tools required for
competitive information management.

Product requirements for choosing an imaging
system include the need for:
-Versatile document handling: Organization, storage
and preparation.
-Fast and easy document retrieval

-Multiple platform support: Availability on a variety
of platforms, environments and compatible with
multiple databases and other integral systems
software. Long-term commitment to open systems
and client/server architecture.
-Ease of use: Intuitive operating environment and
Gill interfaces that shorten training time. Natural
query processes, and a variety of file formats and
data capture methods.
-Integrated imaging: Integrates scanning, OCR,
display and printing, all working together seamlessly.

PATTERN-BASED RETRIEVAL

Once we've gone to the expense to load an image
database, simple prudence says we should be able to
find the information we need, whether we expected
to need it or not. We believe that the future of
imaging will be based on pattern-based retrieval of
the actual digital information in the images. Pattern
based retrieval offers significantly greater flexibility
than conventional methods, and we avoid re
cataloguing costs over the life of the information.

APRP permits the retrieval of digital information
based on patterns in the digital information. With
appropriate human interface software, a user could,
for example, circle a customer name or a part
number on an image of an invoice, and retrieve all of
the invoices for that customer or part. If the
organization later discovers a business need to locate
all of the shipments to a geographical area, the
system is able to respond without re-programming.

The potential applications for pattern-based
retrieval technology are enormous. Digital
information is expensive to store today, but not too
many years ago we were concerned about storing
abstracts of text documents instead of their full text
for the same reasons. Ten years from now, most of
our newly created information will be digital.

Imaging systems are already available with an
underlying architecture that supports digital
information retrieval even though the user still works
with what appears to be a more conventional system.
As we need to migrate to more flexible applications
over time, the capabilities are already there to do so.

Information technology has already transformed
our society, our economy, and our culture to such a
degree that it's easy to forget that we are only at the
beginning of the Information Age - and we can only
speculate on the changes it will make in our lives
over the long term.

The near term, however, is clear.

• As standards become widely adopted,
technology borders will begin to disappear.

• As computer power and storage become even
more inexpensive and widespread, and as computers

105



and telecommunications combine to create unlimited
information distribution, universal access to
information will become a practical reality.

• Many industry analysts believe that in the next
few years, electronic documents will become
containers for many types of multimedia data,
including text, still images, full motion video, voices
and other sounds. While the technology is well in
hand for converting these data types to digital form,
application tools for managing, categorizing, filing
and retrieving multimedia information are only in the
earliest stages of development but absolutely
required for users to retrieve the information that they
need.

• In the final analysis, a world of electronic
multimedia documents dispersed across global
networks will create a virtually unlimited market for
intelligent software that organizes, adapts, searches
and retrieves the right information on demand.
Companies that succeed in this market will be
"understanding" businesses that add value by
bridging the gap between data and knowledge,
making information meaningful and useful.
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OCR Voting Overview

Kenn T.Dahl
Prime Recognition

Four Buttercup Street
San Carlos, CA 94070

415-637-8382

Figure 1: Voting OCR Error Reduction.

reduction increases, however, there are diminishing
returns after 3 engines. (Appendix A very briefly
describes key aspects of the voting engine, images, and
test dataused in all figures in this report. Note that all
test data and most voting OCR products are currently
machine print only.)
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However, voting does not guarantee better accuracy
on each document. Figure 2 indicates the statistical
distribution of voting OCR (3 engines) vs. one
conventional OCR engine. The average error reduction
indicated by this test was 65% fewer errors for voting
OCR, however, there were a small number of
documents where voting OCR was worse than that
specific conventional OCR engine. If, on the other
hand,voting OCR was compared to an average of the
leading conventional OCR engines, then it would be
extremely unlikely for voting OCR to cause more
errors than the "average" conventional engine.

Abstract
Voting OCR is a relatively new OCR technology

which generates 65-800/6 fewer errors than
conventionalOCR products.

Voting OCR is slower than conventional OCR but
imaging systems may achieve any necessary
throughputby implementingmultiple voting OCR units
in parallel. Voting OCR is more expensive than
conventional OCR on a per characterrecognized basis
but leads to substantially lower costs for the full
imaging system as it reduces the need for OCR error
correction resources.

Voting OCR's lower error rate and superior error
marking leads to cleaner data flowing into the
application's database.

A number of misconceptions have surfaced
concerning voting OCR. These are addressed in the
text. Finally, expected developments in voting OCR
technologyare discussed.

1 Description of OCR Voting
Conventional OCR engines from the leading vendors
use different algorithms to petfonn OCR Hence the
errors from one engine often do not match the errors
from another engine.

Voting OCR is the process of recognizing an image
with multiple conventional OCR engines, and then
correlating, and voting the results.

The correlation of multiple engine results is
surprisingly difficult as the engines may disagree on
whole lines, words, or multiple character sequences.
The voting process maybe as simple as a nugority vote
but voting OCR vendors have implemented much more
sophisticated voting strategies.

The voting results have a lower error rate than any
one conventional OCR engine. Figure 1 illustrates the
error rate of a voting OCR engine vs. a conventional
OCR engine as a function of the number of voting
engines. As more engines are included voting error
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A properly designed OCR engine takes advantage of
an OCR engine's strengths and minimizes its
weaknesses, hence voting OCR results exhibit much
lower variation in performance than anyone
conventional engine. This behavior is illustrated in
Figure 3.
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Figure 4: Error Marking Efficiency.

2 Apparent Disadvantages

Voting is by definition slower than conventional OCR,
since it must run multiple conventional engines for
equivalent output. However, most reasonably
sophisticated imaging systems already supportmultiple
OCR units, in parallel, to allow high throughput.
Voting OCR merely requires more units. Therefore
there is no technical barrier to achieving high
throughput with voting OCR.

Voting OCR is significantly more expensive than
conventional OCR when measured on a $ per
recognized character basis. A shortsighted analysis of
voting's price might conclude that voting is much
more expensive than conventional OCR. However, as
will be shown in Section 2.1, voting's higher price is
counterbalanced by other cost savings in the full
imaging system. Voting OCR is actually less expensive
than conventional OCR in most applications when
costsare measured at the system level.

Figure 3: OCR Error Variability.

In addition to lower error rates voting OCR is able to
identify suspicious characters more accurately than
conventional OCR. Figure 4 illustrates the
performance of the leading conventional OCR engine
vs. a voting engine. For any chosen percentage of
characters marked voting OCR marks a higher
percentage of its errors. Voting OCR's performance is
all the more impressive considering that it is
performing better error marking on a much smaller
base of errors.

3 Benefits
The two main benefits of voting OCR are cost savings
and "cleaner" data.

3.1 Cost Savings
Most imaging systems employ manual labor operating
on workstations to verify and correct OCR errors. The
cost of manual OCR correction is much higher than the
cost of OCR processing as shown in Figure 5.
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Figure 5: Imaging System Costs.

(99.8% Accuracy,Full Text)

voting OCR reduces the need for error correction
workstations, the personnel sitting at these
workstations, as' well as related assets such as real
estateand managerial resources.

An aggressively priced voting OCR engine therefore
requires no extra capital cost. The higher costs of OCR
equipment are counterbalanced by the reduced costs of
error correction workstations. Voting OCR also saves
65% of the ongoing manual labor error correction cost
as illustrated in Figure 6.
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Figure 6: Imaging System OCR Costs.
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3.2 "Oeaner Data"
Manual error correction only verifies and corrects
errors thathave been marked as suspicious by the OCR
engine. The leading conventional OCR engine only
marks 40-500/0 of its errors. hence, 50-600/0 of the
errors flow through into the application's database.

Voting OCR generates fewer errors and does a better
job of marking its errors as suspicious, hence 70-800/0
fewer errors flow through into the application's
database.

For many applications, financial being the most
obvious, the cost of incorrect data is extremely high.

4 Current Issues
Voting OCR has become a "hot" topic within the OCR
community hence a number of issues have been raised
by competitive vendors, potential users, etc..

4.1 Word Vs. Character Accuracy
One widely circulated concern is that voting OCR may
improve character accuracy but it might not improve
word accuracy. In other words, voting is able to remove
errors in words with multiple errors but is not able to
remove the last error from a word

This is an important concern, if true, because error
verification costs are more correlated to word errors
thancharacter errors.

Actually the opposite is true, voting OCR is able to
more easily correlate and vote one single error in a
word than multiple errors in the word Voting OCR
has slightly higher word accuracy than character
accuracy.

4.2 Rapid Improvement In Conventional
OCR Will Oose The Gap

Some observers estimate that conventional OCR is
improving at very rapid rates. They point to the
ISRIIUNLV statement that leading engines improved
at a 28% rate in 1995.[1] They also use the WordScan
4.0 release as an example, which, it is claimed,
increased in accuracy by 400/0.

They therefore conclude that if they wait two years
the 65% error reduction advantage ofvoting OCR will
be matched by conventional OCR

There are two obvious flaws with this argument.
Most importantly, voting OCR is not static. A good
voting OCR engine always integrates the best and
latestengines from the leading OCR vendors. As the
accuracy of these engines goes up voting theory and



Table 1: Impact of Bad Quality Images on OCR
Statistics.

Figure 7: Voting OCR Error Reduction Declines
with Image Quality.

process their poor recognition results would flag them
for key entry.
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Ifvoting OCR's error reduction rate is measured on
all images it is 35%, however, if it is measured on
those images that are actually being recognized in
practice today, it is 70010.

Voting theory suggests that voting accuracy does
decline with image quality, however, the actual rate of
decline is dependent on the distribution of image
defects. Figure 7 illustrates the decline in error
reduction performance of a voting engine as a function
of image quality. The decline is not nearly as dramatic
as that noted by ISRIIUNLV. The differences may be
due to the distribution of errors in the respective
images and/or a difference in voting engine
implementation.

practice indicates that voting actually generates higher
error reductions than in the past.

Finally, the actual annual increase in accuracy for
the leading OCR engines is significantly smaller than
noted above. It took WordScan more than two years to
upgrade its engine, therefore the implied annual
improvement rate is significantly less than 20010.
ISRIIUNLVs remarks were based on accuracy
improvements on their magazine sample between 1994
and 1995. However, 1994 was the first year for the
magazine sample test. It is well known that the
inclusion of the magazine sample in 1994 was a
surprise to vendors and many performed poorly,
because, among other reasons, they had not optimized
their engines for magazine type text. A significant part
of the improvement in 1995 was due to the vendors
expecting and optimizing their engines for a magazine
sample.

4.3 Low Quality Images Render Voting
Irrelevant

ISRIIUNLV's testing has shown that voting OCR
accuracy improvement declines in low quality images.
ISRIIUNLV also notes that most errors occur in low
quality images. [2]

Some observets thus conclude that voting's average
error reduction ratio is actually much lower than that
claimed by vendors and therefore voting is not worth
its higher cost.

In practice most imaging systems weed out poor
quality images for key entry instead of OCR Images
that OCR at an accuracy of less than 95% should be
manually entered according to an industry rule of
thumb.

Very poor quality images are not relevant for OCR
tests because they are not currently being recognized
using conventional OCR and they greatly skew
accuracy results. Consider the following extreme
example:

100 images with 1000 characters per image

-98 images are goodquality

-2 images are unrecognizable

Conventional OCR generates 20 errors on each
good quality image, and 1000 errors per image on the
poor quality images. Voting OCR generates 6 errors on
each good quality image and 1000 errors on the poor
quality images.

In a typical imaging system the poor quality images
would be selected for key entry before getting to the
OCR process. If the poor images did get to the OCR
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4.4 Many New "Voting" Engines Are Not
True "Voting" Engines

As ''voting'' bas become a "sexy" marketing term a
number of companies have introduced ''voting''
engines. Almost all of these new engines vote only a
small portion of the recognition process, typically the
character recognition process. They do not vote the
character segmentation process, the page segmentation
process, the lexical check process, etc.

The author is only aware of three companies which
market a full ''voting'' machine print OCR engine:
Prime Recognition, TRW, and sAle.

The best way to tell the difference between a true
voting engine and a "marketing" voting engine is to
test their accuracy. A "marketing" voting engine will
achieve only a marginal improvement in accuracy over
conventional OCR.

4.5 Is Voting OCR Important In Fu7zy
Search Applications?

Fuzzysearch is the ability to search data that bas errors
in it, and yet still find the relevant data. Fuzzy search
vendors therefore claim that expensive manual OCR
error correction is not required. and some users
generalize that the accuracy improvement of voting
OCRis not important in fuzzy search applications.

Fuzzy search does still depend on the accuracy of
OCR A fuzzy search cannot find "Patriot" if it bas
been OCR'd as "Deina" or "...ot". Even ifan extremely
"loose" fuzzy search does find " ...ot" as a match with
''Patriot'' it will put this match wily down on the "hit"
list.

A very small databaRe. with high quality images, and
a low value application may not benefit from voting
OCR However, a database with more than 1000
images, and/or average quality images, and/or a high
value application, would benefit greatly from voting
OCR.

Voting OCR is even more important in an
environment in which OCR errors do not get corrected.
More so than before the accuracy of the OCR engine
will determine the success of searching the database.
Voting OCR's value in a fuzzy search environment
boils down to a risk judgment. How important is it
that data be accurately and fully retrieved by a search?
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5 Applications Not Suited to Voting
There are applications in which voting is not a good
choice:

* The application already bas high OCR accuracy
dueto:

-A single font environment which allowed
custom OCR development

-Extremely high redundancy in data allowing
custompost processing development

-Low accuracy requirement of application and
very high quality images

* The application is single font and one
conventional OCR engine is very strong on this
font, e.g., WordScan on 9 pin dot matrix.

6 Future Directions
voting engines have traditionally been "omnifont",
that is, they could work "off the shelf' in almost any
environment. Voting engine architectures will be
extended to allow customization of the voting engine
for particular applications including single font
applications:

-Selection of which engines to run and the
"weight" ofeach engine in voting

-Training on a single font

-Inclusion ofuser specified/developed engines

Image processing algorithms will be used to
preprocess images, in particular to connect broken
characters such as 9 pin dot matrix.

Voting engine output will be extended past
conventional OCR engines. to include, for example,
identification of2nd and 3rd choice characters.

Voting algorithms will increase in sophistication and
accuracy.

Machine print OCR vendors will extend their
technology to hand print.
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Appendix A

All test data noted in this report are based on
PrimeOCR, the base configuration. PrimeOCR is a
machine print voting OCR engine from Prime
Recognition. The base configuration includes three
conventional OCR engines. Four and five engine
versions of PrimeOCR are available. these versions
would yield better results.

The test data was based on 168 images which
included 542.738 characters. One hundred and twenty
six (126) of these images were from the ISRIIUNLV
database as distributed on the Univ. of Washington
CD-ROM, with the remaining images selected from
the Prime Recognition database.

The ISRIIUNLV database images were
predominately technical reports and published
technical documents. Prime Recognition's images
included fax. magazine. business memos. newspaper.
and other types of images.

The test database was constructed to include a large
number of images that were available in the public
domain (ISRIIUNLV images) plus a cross section of
other document types. It is not intended as an
exhaustive and. statistically balanced database. its
purpose is merely to illustrate voting OCR
performance.
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Abstract
This paper presents BCL' s work in locating and extracting tables from page images. The method
developed by BCL and Tufts University locates and extracts table cells, titles, and footers from
financial and technical publications. It also determines headers for columns and arithmetic
relationships in table data. Initial experiments produced promising results. The work is done
under ARPA Contract #DAAHOI-94-C-RI56.

1. Introduction
With the wide co-existence of tabular information on paper and electronic documents, today
companies and organizations need to capture printed tabular data and enter it into a structured
electronic analysis tool such as a spreadsheet, so that the tabular data can be analyzed,
manipulated, and re-used in other applications requiring this data. While optical character
recognition (OCR) captures a document's text, and now, increasingly its format, the tabular data
is not captured in a format suitable for 'easy computer-based analysis. The table needs to be
entered manually by visually analyzing the document, recreating the table's structure, and keying
the data into the document.

BCL and Tufts University are developing a technique for automatically locating tables in printed
documents, capturing their format, and extracting and placing them in spreadsheets for further
analysis. Initial results have shown high precision and recall rates. This paper presents an
overview of our method and our results.

The paper is divided into five major parts. Section 2 describes our research goals. Section 3
gives a background on the types of tables we examined, Section 4 describes our method, Section
5 describes the results, and Section 6 describes areas of future work.

2. Goals
A number of research efforts have examined methods for analyzing tables in printed documents.
These efforts have focused on different parts of the whole problem. Some have focused on
extracting tables in specific domains [1,5], some have assumed that the table is already isolated
and extracted [1,3,5], and others have examined the semantics of tables [2]. BCL has taken a
two-step approach, first locating and extracting generalized tables from page images, and second
understanding the table semantics.

This paper presents the first part of our research for locating and extracting generalized tables
from page images. By selecting generalized tables, we developed algorithms for table analysis in
any domain without any previous knowledge or constraints.
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3. Overview of Tables
While humans easily grasp the concept of tables, our examination of tables in printed documents
showed a large variation in the way tables are presented. To set the context for table analysis, we
first present a brief survey of tables in printed documents. We first look at the information
presented in tables. In this we differentiate between tables and forms and look at information in
two different domains, technical and financial. We then look at the format of tables in printed
matter. In this format we examine the location of tables in documents and the different methods
of formatting tables.

3.1 Tables vs. Forms
In defining tables we included all representations of data where two indices were required to
uniquely identify any element in the table. This allowed representation of the data in rows and
columns. However, it does not include forms where many data elements need only one unique
identifier for each element, obviating the need for tabular representation. Data where there was
one index for identifying an element was viewed as a vector or a row of a table.

3.2 Table Domains
To develop a broad, robust table analysis system we selected tables from two distinct domains,
scientific journal articles for technical tables and financial reports for financial tables.

~II'I'DI~_ ......,...V.,)
...-• ....-,........-n

~(J)

...-no ..
....... e-) " .. .... .. ..-usme __ '" , • ...I , I • 1. U Ia U '4 " ..

llUuunurll.ur

I. ..-. • , . , ... hUla"c ".e.ecu-
, , ,

1ooI'¥......~h"y .'. - I
, ... D'~""'~ ,.. [J.l,..wr·...-.rU..

I , , ,.. 1It ......·,,·-,. .....~..-
, . , , .

w.~P1. ~....nl_ I w.'IIhI."""cu-

h • .\.P ........~
I

I.
I

,
,,1.I._11u.,. 10. ur.,...,u-u-
...... liIlllLl1.Y u.~u",.

I , ,
Mt.~_u.u.,. 1l.liIMeI'Ul ..l.eCU-

"""
13........1111.......

I ., I , ,
.......~unr . ,

I
,

~. eon-
1

_ . .
1'. 1Iori..-ul .......n1. . , .c.,.." Ut. ,

(~_.) 11.....~
it.,...,.... . .
1'. w.u

•. Oed....."· , I
, , ., ,

CRt ..-.cu. n . .....,·......'.. - ...
22. lIdoHul _U

g .......~
,

a.....I.-.a!lu...

Su~"
n .....__al 1.aWPu"

I-, at.t"'-'· ,
r ....c..c· at ...1..... , , ,
(SUWC.....l z.............e-·

It. r.-l ..... _U~.

ClIo\lc:.l
:M.e.t.l••1~IC_UI.1U

da&r."..uuca

..

Figure 1 Table with multiple entries per cell

3.2.1 Technical Tables

We define technical tables as those presenting data in scientific and technical journals. The data
types include text and numeric data. In addition to standard numeric data, there is extensive use
of specific measuring units such as distance, energy, time, or units specific to an experiment.

114



Except for Figure 2, all figures show examples of technical tables. Often there is semantic
information embedded in the table that allows multiple entries per cell, as well as tables
embedded inside tables. Figure 1, shows an example of a table with multiple entries per cell.
Syntactic cell analysis is required to understandthis table's semantics.

3.2.2 Financial Tables

Companies and organizations use financial tables to convey financial results for companies,
mutual funds, and other investment and financial related institutions. Tables include balance
sheets, income statements, and annual performance results. The data types include dates,
currency, percentage, and text. Arithmetic calculation in tables often includes sums and ratios
(percentages). Figure 2 shows an example of a financial table.

$55,000

561,675
$616,675

65,800
5550,875

118,850

$224,075
218,750

s 62,000
220,800

5282,800
58,725

$ 49,300
22,300
21,800
9,750
6,000
4,750
2,900
2,050

Burleson Manufacturing Company
Statementof Cost of Goods Manufactured

ForYearEnded December31, 1994

Workin processinventory, January 1, 1994
Direct materials:

Inventory,January 1,1994
Purchases
Cost of materialsavailablefor use
Less inventory, December 31,1994

Costofmaterialsplaced in production
Direct labor
Factoryoverhead:

Indirect labor
Depreciation of factoryequipment
Heat, light,and power
Property taxes
Depreciation of buildings
Insuranceexpense
Factorysupplies expense
Miscellaneous factorycosts

Total factory overhead
Totalmanufacturingcosts
Totalwork in processduring period
Less work in process inventory,

December 31, 1994
Cost of goods manufactured

Figure 2 Financial Table

3.3 Table Location
The first task in table analysis is locating a table on a page with other text and graphics. Locating
a table in a page involves differentiating the tables from other elements such as body text,
headings titles, bibliography, lists, author listing, abstracts, line drawings, and bit map graphics.
Figure 3 shows an example of a table embedded in a document containing some of the other
elements described.
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Titlee...--------+~ TABLE. 3. Percentage of individual animals snorting at an approaching
observer when individuals were alone or in groups

Some
aware aware

6 a
3 13

II 18

3 9

None

Top; 3

Hartebeest I

Wildebeest 1
r.._~_.'. w••_I1_ 0

~ Species Alone In ):2 p-valuc

groups

Top; 21. 7% s.o-, 14.903 <0.001

S=46:, :'\=339)

Hartebeest ~O.O% 6.7% 15.427 <0.001

,:'\=15\ ·:'\=2231

Wildebeest 50.0% -1- . .;.% 1i.87I <0.001

':\=6\ :'\=573)

Thomson's 10.5% O~..o 4U06 <0,001
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Grant's 22.2°'0 2.6% 5.855 dl,02
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:'\=18.: :\=i34)

Xurnber of individuals are shown in brackets. dr= 1.Footer'---f---+

Adjoining Tables

Column Header-----..+

Figure 3 Table headers and footers

Variations on table formatting include tables embedded on two-column page (Figures 4 and 5),
multiple tables on a page (Figures 3,4,5, and 6), and pages with tables only (Figure 6).
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Our goal was to develop table extraction methods that correctly find vertical and horizontal
bounding boxes that isolate the table and its associated elements (titles, footers) from the
surrounding document. In addition to identifying the main body of the table from other elements,
the table extraction system also has to differentiate table titles and footers from other text
elements and separate tables from adjoining vertical and horizontal tables. Figure 3 shows
examples of table elements, figure 5 shows adjoining tables along with text and equations.

3.4 Types of Tables'
In developing our table analysis system, our goal was to develop a system that would analyze a
very large set of tables without any previous constraints on, or assumptions about the table
format. Any table identified by a human reader as a table should be located and extracted.
Variations we considered included tables that were completely bounded by lines, tables that had
horizontal or vertical lines separating parts ofthe table, tables with no line boundaries, and tables
that were partially empty.

3.4.1 Completely Bounded Tables (Closed Tables)

Completely bounded tables as shown in Figure 7 have each cell completely bounded by a line or
combination of lines, allowing easy semantic interpretation of the table. However, without the
lines, the tables may often have ambiguous structure, as cell separation is not always easily
evident (Figure 1).

TABLE I
OUTUNE Of 11IE TEN CA$E-S'nJDY COMPANIIIS
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,,'eetl_
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implications for the operation and performance of the
design function?

Figure 7 Completely Bounded Table
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3.4.2 Partially Bounded Tables

Partially bounded tables have some lines separating parts of the table. These lines may bound the
entire table but not individual cells, or have lines that separate the table components
semantically. Figure 3 shows an example of a header separated from the table body by a set of
lines. The header contains descriptions of the columns and may be of a different data type than
the columns.

3.4.3 Unbounded Tables

Unbounded tables have no lines, and separation between rows and columns is done by a
combination of white space and data type. The white space visually separates the columns, while
data type semantically separates rows (e.g., header and body). An example is shown in Figure 8.

(1983) a so uses ata co C • .

1 expenditures to calculate the relative effectiveness

arious countrIcs:

Constant 1982 U.S. Dollar Expenditures per
Metric Ton of Uranium Discovered Between

1972 and 1980

Australia
Brazil
India
Canada
United States
Mexico

530
1~060

1~ 150
1.440
3~490

4~OOO

Figure 8 Unbounded Table

3.4.4 Partially Filled Tables

Partially filled tables provide an additional challenge in extracting tables because the table
extraction system has to semantically differentiate column boundaries as well as table boundaries
(Figure 9). In examining such tables we need to accurately determine where the table ends and
what represents empty cells.
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Figure 9 Partially Filled Table

4. Method
To anal~ze tables in printed documents, we divided the system up into seven steps: image pre
processing, closed table structure identification, document segmentation, zone classification
table geometry analysis, lexical analysis, and table understanding. These steps all consult a rule
base as shown in Figure 10.
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4.1 Rule Base
The rule base contains all the visual and lexical rules for locating, extracting, decomposing and
understanding tables. These rules are based on human cognition techniques that detect column
structure in tables and differentiate elements in a table based on content. The human cognition
techniques are based on clues embedded in documents for table understanding. Figure 11 shows
some of these clues. Other modules refer to this rule base to make decisions about the
components they are examining.
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Figure 11 Clues for Table Analysis

4.2 Pre-Processing
Typically a page containing a table is received with errors caused by imperfect scanning or
faxing. Errors typically contain rotation, skewing, spurious lines, image degradation, noise and in
the case of faxes, 180-degree rotation. Vsing standard image analysis techniques, we correct the
image before we analyze a page for tables. Line detection and removal are applied to the page
image. These lines are used for processing. They are used for isolating closed tables (line
defined) within the page.

4.3 Page Segmentation
After image clean-up, the page is segmented using rules from the Rule Base to identify the
structure and major components of the document. Segmentation is done using horizontal and
vertical projection profiles and the extracted lines.

4.4 Classify Body-Text Zones
The zones from the segmentation process are classified as different types of document elements
such as body text, graphics, headers, etc. The classification of zones is done using statistical
methods based on properties of different elements.

4.5 Table Geometry and Element Analysis
Once the text zones are isolated, we perform connected component analysis to determine region
where tables may lie. The components are examined for column structure that show likelihood of
containing tables.
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4.6 Lexical Analyzer
In parallel to the table geometry analysis, the lexical analyzer examines the OCR output to look
for key words and phrases that indicate the existence of tables.

4.7 Table Understanding
The output of the table geometry analysis and the lexical analyzer are taken by the table
understanding module to analyze the regions suspected of containing tables. This analysis
extracts table elements such as rows, columns, titles, and footers. Once rows and columns are
determined, they are broken down into cells and column headers are determined by lexical and
geometric analysis. This table is then exported to a spreadsheet.

5. Results
Our work in table analysis can be measured in the domains of technical and financial tables.
Each of these accuracies is measured by a precision and a recall. Precision measures the correct
identification of elements, and recall measures the location of all the elements. The equations for
measuring precision and recall are:

Recall (I) = number oftype 1 objects identified accurately /total number oftype 1 objects
Precision (1) = number oftype 1 objects identified accurately/number ofobjects identified as type 1

In calculating our results we 'examined 100 scientific journal pages with 132 tables and 4385
cells. We also examined 20 financial report pages with 40 tables and 1908 cells. The results are
given in Figure 12.

Technical
Tables

Financial Tables

Table Precision
Table Recall
Cell Precision
Cell Recall

100.00 95.00
99.24 100.00
97.10 92.05
91.63 89.26

Figure 12 Results (%)

6. Future Work
A number of areas still need to be worked on. In technical tables we need to handle multiple
entries per cell (Figure 1) and tables embedded in tables. We also need to improve detection and
analysis of financial tables. These will be done through more emphasis on semantic analysis of
tables by content examination, as well as better topological models describing the tables. Once
the semantic analysis is done, the table will be converted to its surface form for uniform two
dimensional representation [2]. The semantic analysis is also dependent on the quality of optical
character recognition. A number of efforts are underway in this area, and we expect to see
improvements in the future.
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Abstract
This paper presents ongoing research work on doc

ument image processing in the Pattern Recognition
and Image Processing Laboratory at Michigan State
University. The research topics include document
skew detection, language separation, page segmen
tation, localization of text in images, form dropout,
map processing, and hardware implementation.

1 Introduction

Due to rapid development of low-cost computing and
scanner technologies in recent years, document im
age analysis has received an increasing interest in
both academic and industrial organizations. The
goal of document image analysis is to enable a com
puter to automatically read and interpret paper
based data (e.g., text, graphs, maps). This involves
a number of modules such as preprocessing, seg
mentation, optical character recognition, page struc
ture analysis, symbol recognition and postprocess
ing. A number of commercial systems are available
which have been successfully used in many applica
tion fields.

During the past four years, we have been working
on a number of projects in the area of document im
age analysis. The first project deals with document
skew detection which employs a hierarchical Hough
transform to quickly detect the skew angle of various
types of documents with arbitrary orientation. The
second project is on language separation which at
tempts to separate texts of different language in an
image by using their texture attributes. The third is
page segmentation. Texture cue has also been used
to hierarchically classify text, line-drawing, halftone,
and background regions. The fourth project is on
localization of text in complex color images. This
has enabled us to extract the titles on book covers
and compact disc covers. We have developed a form
dropout algorithm which can extract filled-in char
acters even when they are written or typed so as to
touch form frames. The sixth research project deals

with map image processing. We have developed a
map data capture method based on gray scale topo
graphic analysis. To speed up the processing of doc
ument images, we have explored the use of custom
computing machines based on FPGA technology.

2 Skew Detection

Many of the important document analysis al
gorithms, including optical character recognition
(OCR) and page layout analysis, are sensitive to the
orientation (or skew) of the input document image.

A generic document of interest can be a machine
printed or handwritten text on paper or envelope,
a page of technical article composed of text lines of
different fonts, bar codes, drawings, figures and ta
bles, a form and a photocopied document with black
margins and noise.

Most previous skew detection methods work well
for documents containing printed text only and fail
in situations where the text lines are not in majority,
e.g., in a generic document described above. One of
the main disadvantages of these algorithms is their
high computational cost which quickly increases as
a function of the angular detection range.

The skew detection algorithm which we have de
veloped [1] consists of two steps. The first step
quickly extracts the centroids of connected compo
nents based on a graph data structure, called block
adjacency graph (BAG) [2] and selects a few compo
nents based on the size of their bounding boxes. In
the second step we detect the skew by a hierarchical
Hough transform (HHT).

2.1 Proposed Algorithm
The minimum information needed to determine the
document skew is one or more symbol lines, each
consisting of several separately aligned symbols. If
a group of symbols is closely aligned along a line then
their centroids are also roughly aligned along a line
with the same direction. The centroid, therefore, is
regarded as a key feature for skew detection.
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Figure 1: A connected component and its BAG.

Yu et al. [2] described the block adjacency graph
(BAG) which can be created concurrently when the
document is being scanned row by row. Figure 1
shows a connected component and its BAG which
consists of eight connected blocks. Note that each
block is an approximate bounding box of a partial
area in the component and each area involves either
one or a series of runs connected and closely justified
in margin, given a prespecified tolerance. It is easy
to obtain the centroid coordinates of the connected
component by searching the graph and averaging the
centroids of the blocks connected in the BAG. FUr
thermore, some connected components are filtered
out with respect to the size of their bounding boxes,
which are introduced due to noise, black margins,
lines in tables or forms, figures, etc. Therefore, only
useful data are fed to the Hough transform (HT).

For straight line detection, the HT is p = x cos 8+
y sin 8, where a point (x, y) is converted to its polar
coordinates (p,8). Its computational cost is O(Nif!),
where N is the number of points in the physical
space and if! is the number of different values of 8
used in constructing the accumulator array. Note
that if! = A8/ &8, where A8 = (82 - 8r) is the de
sired angular range, 0° ~ 81 , 82 ~ 180° and 81 < 82 ,

The parameter &8 is the angular resolution which
controls the accuracy of the skew detection (orien
tation of a line). The computational cost can be
decreased by reducing A8 or increasing the interval
68. We implement the HT twice. Initially, we select
a relatively large value of &8, say, &81 to roughly de
termine the skew angle 9in the desired angular range
A8. Then, we implement the HT again with the de
sired angular resolution 080 within the reduced range
(9 - &81, 9+ 0( 1),080 < &81 • We call this method
the hierarchical Hough transform. The computa
tional complexity of HHT is O(Nif!r) + O(Nif!2) =
O(Nif!H), where if!H = 2&81/080 + A8/081 . Mini
mizing if!H, we have 081 = .jO.5A8080 and if!H =
J8A8/080 ' Traditionally, if!T = A8/080, therefore,
if!H/if!T = J8080 / A8. If A8 = 180° and 080 = 0.1°,
we have 081 = 3° and if!H/if!T = 7%. At the same
time, the storage requirement which is proportional
to if! is also reduced.

The lines in the image with similar angles (8) and
different p should have the same contribution in skew
detection. A two-dimensional window can be intro-

Table 1: Performance of the skew detection
algorithm.

Img Size Res. Time Estim.
No. (pixels) (dpi) (s) skew
1 268x225 50 0.1 25.1°
2 319x300 50 0.1 -23.8°
3 326x286 100 0.1 -36.9°
4 297x327 50 0.1 51.2°
5 415x596 50 0.4 -5.1°
6 238x268 50 0.1 -13.5°
7 422x598 50 0.5 4.5°
8 414x587 50 0.4 3.1°
9 412x576 50 0.2 -4.8°

duced for this purpose where all the accumulator
cells inside the window with values larger than a
threshold will be summed. The skew angle is the
weighted average within that window where the peak
is found; the weight values are based on the entries
in the accumulator array. With this process, the de
tected peak will be more robust in situations where
the document image has several different candidate
directions due to a non-rigid skew or text/symbol
lines with different orientations.

2.2 Experimental Results
Our skew detection algorithm has been applied to a
large number of document images to test its capa
bility in different applications. These images came
from envelopes, journals, magazines, postal labels,
yellow pages and coupons. Some of the input images
and their corresponding deskewed images are shown
in Fig.2. Table 1 gives the performance of the al
gorithm implemented on a SPARC20 CPU. In our
experiments, we have used &80 = 0.1°, A8 = 180°
and, therefore, 081 =3°.

2.3 Summary
A robust and fast skew detection algorithm based on
hierarchical Hough transform is proposed. It is capa
ble of detecting the skew angle for various document
images, including technical articles, postal labels,
handwritten text, forms, drawings and bar codes.
The algorithm is robust even when black-margins
introduced during photocopying are present in the
image and when the document is scanned at a low
resolution of 50 dpi. The algorithm consists of two
steps. In the first step, we quickly extract the cen
troids of connected components using a graph data
structure. Then, a hierarchical Hough transform of
selected centroids is computed. The skew angle cor
responds to the location of the highest peak in a
two-dimensional window in the Hough space. The
performance of the algorithm is shown on a number
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Figure 2: Skew detection experimental results. In
put images in column (a) have been deskewed and
are shown in column (b).
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of document images collected from various applica
tions. The algorithm is not very sensitive to algo
rithmic parameters. For an A4 size document image
scanned at 50 dpi (typically 413x575 pixels), our al
gorithm is able to detect the skew angle within the
whole angular range (0°,180°) with an accuracy of
0.1° in 0.4 seconds of CPU time on a Sun Spare 20
workstation.

3 Language Separation

Language separation, where texts of different lan
guages need to be discriminated and identified, is
a problem of increasing interest in document image
understanding. In this section we propose a texture
based segmentation method which is able to separate
Chinese text from English text. This method, based
on the observation that the texts of the two lan
guages represent different textures, employs a neural
network to train a set of "optimal" texture discrim
ination masks which minimizes the classification er
ror for the given texture classes in the language sep
aration problem. Texture features are obtained by
convolving the trained masks with the input image.
These features are then used in the language classifi
cation. A nice property of our algorithm is that both
the feature extraction and classification stages have
been combined into a single multilayer feedforward
neural network to provide an efficient segmentation.

3.1 Learning Texture Discrimination
Masks

An image region is textured if it contains some re
peating gray level patterns [3]. Text regions are
strongly textured because they typically follow a
specific arrangement rule: each region consists of
text lines of the same orientation with approximately
the same spacings between them and each text line
consists of characters of approximately the same
size. We hypothesize that there exists some textural
differences between texts of different languages be
cause of the possible differences in the construction
of fundamental elements (letters, characters, etc.)
of languages or the placement rules of the elements.
When the textural differences are large enough to be
captured by texture analysis techniques, texts of dif
ferent languages may be discriminated by an appro
priate texture segmentation or classification method.

A widely used texture segmentation method is the
multichannel Gabor filtering technique [4]. In this
method, different Gabor filters are tuned to cap
ture desired local spatial frequency and orientation
characteristics of a textured region. Gabor filter
ing technique while popular in texture analysis be
cause of its optimal localization in both the spatial
and spatial frequency domains, does not guarantee
that it is optimal for a given texture segmentation
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Figure 3: Three-layer neural network for texture
classification

or classification task. Also, certain heuristics and
domain-specific information have to be used to find
a set of filters which gives good performance in a spe
cific application. Jain and Karu [5).have proposed a
small number of simple "special purpose" filters, op
timized for a given texture discrimination problem
using a multilayer feedforward neural network. This
set of filters is designed to minimize the classification
error for a specific texture segmentation problem.

We have applied the above approach of learning
texture discrimination masks to the language sep
aration problem. A set of masks which best dis
criminates between the texts of different languages
can be obtained by training a neural network on
sample data from these classes. During the classifi
cation stage, each pixel in the input image, based
on its neighborhood information, is classified by
the network into one of the prespecified classes. A
schematic diagram of the neural network classifier is
shown in Figure 3. The input layer of the network
is presented with pixels in a spatial configuration in
side an M x M window of the input image as shown
in Figure 3. It is assumed that the image texture
is homogeneous in this window. Choosing this spe
cific configuration instead of the entire M x M win
dow reduces the number of connection weights (pa
rameters) and results in an improved generalization
performance and classification speed. Each node in
the first hidden layer corresponds to a mask, where
the weights of the links from the input nodes to the
hidden layer nodes are the coefficients of the mask.
Each node in the output layer corresponds to each
of the output classes. Analogous to the Gabor filter
ing, the first layer of the network performs feature
extraction, while the part of the network above the
first hidden layer acts as a classifier.

The neural network operates as a standard mul
tilayer perceptron and it is trained with the back
propagation algorithm. During the training session,
each node in the hidden layers is also examined;

3.2 Experimental Results

We have applied the' texture discrimination algo
rithm to perform the English/Chinese text separa
tion. The test images were scanned at 100 dpi using
a Sharp JX-300 flat-bed scanner. All the test images
are grey scale byte images.

We used the neural network architecture in Fig. 3
to train a small number of masks which discriminate
between the two languages. The training image is
shown in Fig. 4. We used 1,000,000 patterns (with
replacement) in the training session. After training
and node pruning, fifteen 7 x 7 masks were retained
according to the node saliency and the classification
error.

This set of fifteen learned masks is then applied to
segment English text from Chinese text. Fig.' 5(a)
is a test image which has a block of Chinese text
nested inside the English text. The segmentation
result is given in Fig. 5(b). Note that the output of
the neural network classifier has been processed by
a 5 x 5 median filter to smooth the 2-class segmen-

nodes of low saliency are pruned. Details of the
learning and node pruning algorithm are given in
[6]. The node pruning process results in a compact
and efficient network. It finds a smaller set of masks
which has better or equivalent performance.

The training session of the neural network auto
matically tunes the weights of the masks so that the
classification error is minimized. Domain specific in
formation is incorporated in the network during the
training. We have trained the set of masks for the
two-class English/Chinese text separation. This set
of masks is then convolved with the input image to
give the feature vectors for text classification.

Figure4: Training image of size 332 x 264 (100 dpi)
for English/Chinese text segmentation.

layer 1 (Masks)

layer 2

Output layer (Classes)
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(b)

Figure 5: English/Chinese text segmentation. (a)
A test image of size 253 x 253 (100 dpi). (b) seg
mentation result using fifteen learned masks.

tation result shown in Fig. 5(b). Small connected
components have also been removed to enhance the
segmentation results.

4 Page Segmentation

Page segmentation is a document processing tech
nique which is used to automatically determine the
format of a page. A scanned page image is first di
vided into blocks which are then classified as text,
halftone, or line drawing. A correct output of a page
segmentation system is necessary for many higher
level analyses of the input document image includ
ing lCR, logical segmentation and recovery of the
scanned documents.

We have used a hierarchical approach to clas
sify text, line-drawing, halftone, and background re
gions. First, texture cues are used to discriminate
between the three classes: (i) text and line-drawing,
(ii) halftone, and (iii) background, using the same
texture-based segmentation technique as described
in section 3.1. The text and line-drawing regions are
further discriminated based on connectivity analysis.

The proposed page segmentation method has the
following desirable properties: (i) we are able to suc
cessfully segment the input image into four distinct
types of regions (text, half-tone, graphics, and back
ground), and (ii) the algorithm performs well at a
relatively low scanning resolution of 100 dpi.

4.1 Page Segmentation Algorithm
Text regions possess a unique texture because they
typically follow a specific arrangement rule: each re
gion consists of text lines of the same orientation
with approximately the same spacings between them
and each text line consists of characters of approxi
mately the same size. This specific texture property
makes text regions distinguishable from the non-text
regions. At the same time, the non-text regions,
such as halftone and background, can be considered
to represent different textures. The above observa
tions suggest that the primary components of page
layout - text, halftone, line drawings, and back
ground - can be discriminated by an appropriate
texture segmentation or classification method.

We have used a hierarchical approach to clas
sify text, line-drawing, halftone, and background re
gions. In this approach, text and line-drawing re
gions are first put in the same category, because of
their textural similarity in a 7 x 7 neighborhood.
Using the same idea as in language separation, we
used the neural network architecture described in
Fig. 3 to train a set of masks which best discrim
inates between halftone, background, and text and
line-drawing regions on sample data from these three
classes. Text and line-drawings are further discrim
inated based on connectivity features. One reliable
discriminator for text versus line-drawings is given
by Wahl [7] who used the border-to-border distance
within a connected component of the binarized docu
ment image. We have observed that line-drawing re
gions usually include irregular lines and curves which
form connected components with larger sizes than
those of individual characters. For each region clas
sified as text or line-drawing, we threshold it to get a
binary image and then perform a connected compo
nent analysis. If a region includes connected compo
nents whose sizes (either in the horizontal direction
or in the vertical direction) are larger than a thresh
old, then that region is classified as a line-drawing
region, otherwise a text region. The threshold size is
empirically determined based on the size of the char
acters in the text. This simple heuristic (as well as
all the processing done before) is invariant to rota
tion. Therefore, we can approximately locate areas
of text, graphics, and halftone in the input image
even if they are tilted or form irregular regions.

A postprocessing procedure is used to refine the
segmentation results and calculate the bounding
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boxes for each identified regions. This process con
sists of two main steps. The first step removes small
noisy elements and merges neighboring regions. The
second step places bounding boxes around the la
beled image regions. To speed up the processing
without deteriorating the classification performance,
we have applied all the postprocessing operations on
a subsampled (50 dpi) segmented image.

4.2 Experimental Results
We have applied our page segmentation algorithm
on both English documents and Chinese documents.
The document images used in the experiments were
either scanned using a Sharp JX-300 flat-bed scan
ner or taken from the University of Washington
(UW) English document image database at a res
olution of 100 dpi. We have obtained consistently
good segmentation results for a collection of docu
ment images from a variety of journals and maga
zines, including the IEEE 1rans. PAMI, American
Scientist, Reviews of Geophysics, ACM Computing
Surveys, and Reader's Digest (Chinese).

A collage of portions of scanned pages (100 dpi)
from the IEEE Trans. PAMI was used to train the
texture discrimination masks in the neural network.
Although the training image contains only English
text, the test images consist of both the English and
Chinese documents. These test images are also dif
ferent from the training image. Fig. 6 presents the
page segmentation results on two document images
of different languages. The input images are shown
in part (a) of the figure. The 3-class segmentation
based on the texture discrimination masks is pre
sented in part (b). Part (c) displays the resulting
page layout with bounding boxes for each labeled
region, where white, gray, and black bounding boxes
are used to denote halftone, line-drawing, and text
regions, respectively. These results show that the
final page segmentations are correct and consistent
for the test images considered here, even though the
test images are different from the training image in
scanning conditions, source journal, fonts, and lan
guage.

4.3 Summary
We have proposed a texture-based page segmenta
tion method which is able to accommodate a va
riety of fonts, formats, and types of languages of
document images from different journals. Although,
we currently assume that the text skew is known
a priori, it is not an inherent limitation of our ap
proach since the segmentation is based on the tex
ture information which can be considered as rota
tion invariant. The computational requirement of
our algorithm is moderate. It takes approximately
70 seconds to segment an input image (1,080 x 780).

131

(a)

(b)

(c)

Figure 6: Page Segmentation results of an English
(ACM: Computing Surveys, 939 x 606) and a Chi
nese (Reader's Digest, 760 x 496) document image
(sixteen 7 x 7 masks). (a) input images (100 dpi)j
(b) three-class classification results; (c) final page
layout with bounding boxes overlaid on the input
images: black for text, grey for line-drawing, and
white for halftone.
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Figure 7: Block diagram of the algorithm for ex
tracting text.

Note that the feed-forward neural network can either
be implemented in hardware, or ported on commer
cially available accelerators to achieve "real-time"
performance.

5 Locating Text in Images

In this section, we address the problem of automat
ically finding text in a complex color image. By a
complex image we mean that the characters cannot
be segmented by simple thresholding, and the color,
size, font and orientation of the text are unknown.
Applications of locating and recognizing text include
address localization on envelopes, scanning and un
derstanding a printed document, identifying prod
ucts (such as books, CDs, canned food, etc.) by
reading the text on their covers or labels. Another
application area of a text understanding system is
in image database retrieval, where the capabilities
of usual textual database systems are extended to
image databases [8].

We present a method for automatically locating
text in complex color images. A high-level block
diagram of the algorithm for locating text is drawn
in Figure 7. The first step of the algorithm finds the
approximate locations of text using the large (hor
izontal) spatial variance of the image intensity on
text lines. The output of the first step is a set of
bounding boxes around predicted text lines. The
second step performs color segmentation of the im
age. Individual characters are assumed to have uni
form color, so that color segmentation followed by
connected component analysis partitions the image
into components, from which character components
can be extracted using various heuristics. The pro-
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posed method has been used to locate text in com
pact disc (CD) and book cover images, as well as
in the images of traffic scenes captured by a video
camera.

5.1 Locating Text by Spatial
Variance

The first step of the algorithm depicted in Figure 7
is to find approximate locations of text lines in a
gray-scale image [9]. As a text line usually consists
of aligned characters, if we compute the spatial vari
ance along each horizontal line over the whole im
age, we see that regions with high variance corre
spond to text lines. We locate horizontal text lines
in an image as regular rectangular regions with large
horizontal spatial variance. We find significant hor
izontal edges and then pair the edges with opposite
directions into lower and upper boundaries of a text
line. From a pair of lines, it is a simple matter to
construct the smallest rectangle which contains the
two 'paired' lines as its upper and lower edges. All
such rectangles form the output of this step of the
algorithm - bounding boxes around candidate text
regions.

5.2 Locating Text Components
Using Color Segmentation

The second step of the algorithm segments an input
image into components with uniform color. If we re
quire that the color of an individual component be
slowly varying, with sharp edges at its boundaries,
then the basic algorithm for finding connected com
ponents can be applied. In that case, two neighbor
ing pixels are in the same component if the difference
between their colors is less than a threshold. This
simple algorithm, however, does not work with most
natural images where the characters have blurred
boundaries, and are, therefore, connected with the
background. A better method is to divide the im
age into components of constant color. The image
segmentation can now be done by taking one color
(a triple of the R-G-B values), and finding all the
connected components with this color.

Due to the large number of possible colors, we
first quantize the color space into a few prototype
colors. The prototypes are found as local maxima in
a smoothed color histogram of the input image, all
other colors are then assigned to the nearest proto
type. In most images used in our experiments, this
results in about 5 - 500 peaks in the histogram, and
the components that seem different to the human eye
are quantized into different classes. Image segmen
tation can then be done with the basic connected
component algorithm.



Figure 8: Locating text in CD cover images.

Figure 9: Locating text in video frames of traffic
scenes.

5.3 Experimental Results
The proposed method was tested on CD cover im
ages, book cover images and video frames. Im
age sizes varied from 256 x 256 for video frames to
700 x 500 for book covers. Figure 8 shows two input
CD cover images together with the computed bound
ing boxes around text regions. It can be seen that
the text which has a uniform color can be located ac
curately. A few spurious boxes produce some non
text components, which can be easily removed by
an OCR system. Figure 9 shows images captured
with a video camera. Again, bounding boxes are
put around text located in these images. The algo
rithm for locating text is relatively fast. The spatial
variance method, in addition to performing edge de
tection, requires no more than two scans over the
image to compute variances, and the same number
of scans to perform the connected component anal
ysis of the edge pixels. Color segmentation requires
one scan over the whole image to construct the color
histogram, and two other scans to find connected
components. For a typical 256 x 256 image, the en
tire processing takes approximately 10 seconds on a
Sun Spare station 20.

5.4 Summary
A method for extracting text in a color image is de
scribed. The approach is based on certain heuristics,
and the algorithm cannot, therefore, be expected to
find text in all possible situations. The most serious
shortcomings of our algorithm are in failing to 10-

cate text which is not well separated from the back
ground (this means that the color of the text and
background is similar, or that the contrast of the
text is low), and characters which are not aligned,
or which have differently colored components. Nev
ertheless, the method gives good results on a variety
of test images. The algorithm is relatively robust to
variations in font, color, and size of the text.

6 Form Dropout

A typical form consists of the following three com
ponents: (i) form frames; (ii) preprinted data; and
(iii) user filled-in data. The major task of form pro
cessing is to extract filled-in characters in data ar
eas. Therefore, machine analysis of form documents
should involve an intelligent form drop-out proce
dure which removes preprinted data with user filled
in data preserved. Since most character strokes are
either attached to or written across the form frames,
the problem of form drop-out involves two issues: (i)
separation between characters and form frames and
(ii) reconstruction of broken strokes introduced dur
ing separation. Because the pixels located in the
areas where a character stroke crosses a form frame
represent both a part of the stroke and a part of the
frame, the stroke will be broken after removing the
form frame. Therefore, we need to reconstruct the
broken stroke. In this section we describe an algo
rithm that separates touching or overlapping charac
ters from form frames. The basic idea is to identify
the horizontal frames even when the form model is
unknown, and in the presence of a modest amount
of skew introduced during scanning.

6.1 Form Drop-out Algorithm
Figure 10 shows a block diagram of our algorithm.
In this subsection, we will explain some key modules
of the algorithm.

With the use of BAG [2] (Figs. l1(a) and (b)),
we are able to find long horizontal frames by find
ing nodes whose length is longer than a threshold
(Fig. 11(c)). The skew angles of the horizontal
lines are statistically averaged. During the removal
of horizontal form frames, some of the strokes of
those touching or crossing characters will be broken.
Therefore, we should perform character reconstruc
tion to restore the broken strokes. By searching a
neighboring area in BAG, we match the pair of bro
ken strokes and interpolate the blocks between them
(see Fig. 11(d)). Some of results of character recon
struction are shown in Fig. 12.

Vertical frames are processed as broken strokes.
Then the long vertical frames are easily identified
and removed. Some short vertical frames are diffi
cult to distinguish from the long vertical strokes of
characters such as numeral "1". We use two sources
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Figure 10: Block diagram of the form drop-out al
gorithm.

Figure 12: Some examples of character reconstruc
tion.

of information in dealing with this problem. One is
the linearity of the thin blocks representing a verti
cal segment. The other is the angle against a vertical
reference line. The techniques mentioned above can
be used to process a blank form image in order to
automatically capture the form structure. After the
removal of form frames, only the preprinted objects
remain. We group them by clustering their bound
ing boxes according to their distance between one
another. The skew angle and these preprinted data
areas are automatically stored as a form template.

To process an input form, we first remove form
frames and estimate the skew angle and then per
form form registration with respect to the form tem
plate. Preprinted objects in the input form image
whose bounding boxes have an overlap area with the
preprinted data areas as defined by the form tem
plate higher than 50% are removed. We regard the
remaining components as filled-in data which can be
fed to an lCR module or data compression module.

Figure 11: Form drop-out: (a) raster image; (b)
BAG representation; (c) locating horizontal frame;
(d) character reconstruction.

(a)

(c)

(b)

(d)

6.2 Experimental Results
Ten graduate application forms for enrollment at the
Michigan State University and eleven business reply
mail (BRM) cards filled in by different people were
scanned with a small amount of skew at a resolution
of 300 dpi. The typical image sizes for an appli
cation form and a BRM card are 2550 x 3246 and
1609 x 1044, respectively. The average CPU time
on a SPARC 20 is 11.36 seconds for an application
form and 2.4 seconds for a BRM card. One of the
application form images is shown in Fig. 13(a) and
the form drop-out result for this image is shown in
Fig. 13(b). One of the BRM card images is shown
in Fig. 14(a) and the extracted filled-in data from
this image is shown in Fig. 14(b).

6.3 Summary
We have described a generic method for form drop
out when the filled-in handwritten characters or
symbols are either touching or crossing the form
frames and the form model is unknown. First, we
propose a method to separate these characters from
form frames. Then, we automatically capture the
form structure from a blank form and utilize it to
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Figure 14: Results on BRM card: (a) an input filled
in business reply mail card; (b) the extracted filled-in
data.

7 Data Capture from Maps Based
on Gray Scale Topographic
Analysis

extract the filled-in data. Since character strokes
are either attached to or written so as to cross the
form frames, the form drop-out problem of inter
est to us involves two issues: (i) separation between
characters and form frames and (ii) reconstruction
of broken strokes introduced during separation.

Our system has the following properties: (i) it
can process a variety of forms and business reply
mail cards; (ii) it is able to accommodate moderate
skew in the input images and no special skew detec
tion and deskew processes are needed; (iii) the sys
tem can drop-out both horizontal and vertical form
frames without using any particular form knowledge
even when there are characters touching and cross
ing the frame boundaries; (iv) it can correctly recon
struct most strokes that are broken by the removal
of form frames; (v) by processing a blank form, the
system can automatically pick out the form struc
ture which is then stored as a form template; (vi)
based on the captured form template, the system
can extract filled-in data for a class of input form
images.
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Figure 13: Form dropout: (a) An input filled-in ap
plication form; (b) form drop-out result.

There is a large number of documents, including
hand-printed maps, where useful information is lost
if binarization is performed on the scanned image
before higher-level processing. For such documents,
methods which utilize the gray scale values must be
used in order to extract as much of the available
information as possible. Topographic analysis has
been used in the literature to recognize characters
directly in the gray scale images. We have extended
the topographic analysis method so that characters
and lines can be extracted from gray scale map im
ages where methods using only the information in
the binary image fail.

In topographic analysis, the gray scale image is
treated as a topographic terrain surface. In our ver
sion of the method, each pixel is assigned one of
twelve topographic labels: peak, pit, ridge, ravine,
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Figure 15: Topographic labels: (a) peak; (b) pit;
(c) ridge; (d) ravine; (e) ridge saddle; (f) ravine
saddle; (g) convex hill; (h) concave hill; (i) convex
saddle hill; (j) concave saddle hill; (k) slope hill;
and (1) flat.

ridge saddle, ravine saddle, convex hill, concave hill,
convex saddle hill, concave saddle hill, slope hill, or
fiat (see Fig. 15). The labeling is used to segment
the image or classify objects in the image.

7.1 Topographic Analysis for Maps
The proposed topographic analysis method for maps
is an extension of Wang and Pavlidis' method [10]. It
was designed to solve the specific recognition prob
lems encountered when trying to extract map in
formation automatically. The most prominent new
component in our approach is the use of a binary
image in the topographic analysis. The binary im
age, derived from the topographically labeled im
age, is used in combination with topographic labels,
geometrical vectors, and directional information to
extract the characters and lines in the input image.

Preliminary results showed that smoothing of the
gray scale map image was necessary before applying
topographic analysis. The implicit smoothing used
in Wang and Pavlidis' method [10] was not adequate
to suppress detection of spurious topographic fea
tures for map images. We experimented with various
smoothing filter sizes to obtain a satisfactory noise
suppression without loosing too much detail. The
best result was obtained using a 17 x 17 Gaussian
filter with a standard deviation a = 3.5.

We obtained a binary image by dividing the set
of labels into print objects and background. Pixels
labeled peak, ridge, ridge saddle, convex hill, and
convex saddle hill in the topographic label image all
indicate negative dominant curvature, and were thus
labeled print in the binarized image. Conversely,
pixels labeled pit, ravine, ravine hill, concave hill,
concave saddle hill, slope hill, and fiat indicate pos
itive or zero dominant curvature, and were labeled
background.

In the topographic label image, many minor or al
most flat hills and ridge lines were detected in back
ground areas due to noise in the input image. These
were seen as false print objects in the binary image,
and were removed by the postprocessing step used
in Yanowitz and Bruckstein's binarization method
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[11]. The print objects removed from the binary im
age were also removed from the topographic label
image.

With the aid of the directional information avail
able from the topographic analysis, the topographic
labels were used to segment characters and lines as
described below. Note that this method is rotation
invariant.

Many characters in the binary image of a map
touch or overlap each other. They need to be seg
mented into individual characters in order to be rec
ognized.

A popular approach is to locate candidate split
lines in the connected symbol, and for each split line,
the two halves are classified using a statistical classi
fier. The split line producing the most probable pair
of characters is taken as the correct split. These
segmentation methods focus on separating charac
ters appearing on the same text line. Here, we pro
pose a new method which uses the topographic la
bels, the gradient, and the maximum curvature di
rections. This enables us to segment characters that
are touching and belong to neighboring text lines.
Also, this method is independent of the rotation of
the characters.

We observed that both ridge saddles and peaks
indicate candidate split points. Saddle points may
indicate locations, where a character is about to
be broken, or where two characters touch. Peaks
may occur where two characters overlap, but also at
stroke intersections within a character. Ridge sad
dles and peaks may also occur due to fluctuations
of the ridge line height, so we developed rules to
eliminate these, as described below.

To locate candidate split lines, the idea is to de
scend along the negative gradient direction from
ridge saddles and peaks. For ridge saddles, the pos
itive and negative direction of maximum curvature,
-el and el, were used as the starting directions. For
peaks, the midline vectors between the lines meeting
at the peak in the skeleton image were used as start
directions. These directions were used as long as the
descent was still inside the ridge saddle or peak la
beled area. Once outside the ridge saddle or peak
area, the negative gradient direction was used. The
descent was required to be within convex saddle hill
and convex hill pixels when descending from a peak,
and convex saddle hill pixels only when descending
from a ridge saddle. The descents stopped at the
first background pixels on each side, and the clos
est contour pixels were used as the endpoints for the
straight candidate split lines. Split lines which did
not have a ravine, ravine saddle, or pit label at ei
ther end were discarded. For split lines having one
end at an interior hole, two split lines ending in the
same hole had to be used to split the connected sym-



bol candidates. So, for each hole, all combinations
of pairs of split lines were tested.

The skeleton image was traversed to identify
intersection-free line segments that were too long to
be part of a pair of touching characters. The long
lines were removed from both the skeleton image and
the binarized image. In the binarized image, we cut
the connected component in such a way that char
acters touching or crossing the long lines had their
shape preserved.

When the long lines had been removed from the
binary image, the characters connected to these lines
were segmented using the methods described above,
provided no other lines were connected to the char
acters.

7.2 Experimental Results
Sections of a hydrographic map were used for test
ing. The map contained depth values, contour
lines of constant depth, symbols, and grid lines
(Fig. 16(a)). The map was scanned at 1,000 dpi
with 256 gray scales with an Agfa Arcus scanner.

Following binarization and removal of noise us
ing Yanowitz and Bruckstein's postprocessing step
(PS) (Fig. 16(b)), the topographic binary image was
compared to the binary image produced by apply
ing Niblack's method (augmented with PS) to the
unsmoothed gray scale image. Visually, Niblack's
method gave slightly thinner print objects, and thus,
slightly fewer pairs of touching digits (Fig. 16(d)).
On the other hand, the new binarization method
gave smoother object boundaries (Fig. 16(b)).

The segmentation steps were used to remove long
lines and separate touching digits (Fig. 16(c)). Most
digits touching other digits or connected to long lines
were successfully segmented. However, short line
segments still remained, and some were touching dig
its.

7.3 Summary
We have extracted unthinned binary images from
the topographic analysis of gray-level map images.
The topographic information was used to guide seg
mentation of characters and lines. The perfor
mance evaluation clearly indicated that the pro
posed method is superior to using the best avail
able binarization method. However, it is unclear
whether the binary image obtained before segmenta
tion is any better than the results of using the faster
Niblack's method with postprocessing. Wang and
Pavlidis'method [12] produced a noisy topographic
label image.

The current line extraction module was only ca
pable of recognizing lines which were too long to be
part of a pair of connected characters. It needs to be
improved to recognize shorter line segments as well.

(a)

Figure 16: Binarization and segmentation results on
a 512 x 512 subimage: (a) A 1024 x 1024 portion
of a gray scale image of a hydrographic map; (b)
Binarized topographic labels after removal of false
print objects; (c) Binary image after removal of long
lines and segmentation of characters; (d) Binarized
image using Niblack's method with PS.

The segmentation method for connected characters
must be extended to handle self-touching characters.
Self-touching characters have an interior hole that
needs to be opened, and the topographic labels may
provide good candidate split locations.

8 Hardware Implementation

The architecture of a general-purpose compute ele
ment is designed so that it provides a reasonable per
formance over a wide variety of applications. Many
compute-intensive application areas, including im
age processing, face the challenge of optimizing the
performance of algorithms on general-purpose archi
tectures. Application Specific Integrated Circuits
(ASIC) have been designed for situations where par
allel processing techniques are not able to provide
the desired performance cost-effectively. However,
the ASIC-based approach suffers from the following
limitations: (i) once an ASIC is fabricated, it is diffi
cult to make changes in design; (ii) the design cycle is
fairly long; (iii) ASIC solution is very costly if a large
number of units is not produced to amortize the
fixed cost of the masks needed for fabrication. These
limitations of ASICs can be overcome by adopting
the Field-Programmable Gate Array (FPGA)-based
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custom computing approach. Designers can imple
ment their algorithms on FPGAs easily without us
ing any special fabrication facility. The main ar
chitectural advantage of this approach is that the
designer is not constrained by a general-purpose in
struction set. The special instructions suitable for
a given application can be implemented to enhance
the overall performance of the system.

Many vision tasks have been implemented using
FPGA-based custom computing. A number of these
implementations have utilized Splash 2 - an FPGA
based processor attached to SUN SPARCstations.
Splash 2 has been one of the successful FPGA-based
custom computing machines. Many useful algo
rithms have been implemented using Splash 2 with
impressive performance gains. Cox and Ekkeherd
[13] have presented a FPGA-based implementation
for neural networks. Since we have access to a Splash
2, we have chosen it as our platform for mapping the
page segmentation algorithm.

8.1 Page Segmentation Algorithm

The page segmentation algorithm by Jain and Zhong
[14] has three stages of computation, namely, (i)
feature extraction, (ii) classification and (iii) post
processing. The feature extraction stage is based on
a set of twenty 7 x 7 masks obtained by the learn
ing paradigm proposed in [5]. The second stage is
a multilayer feedforward neural network with 20 in
put nodes, 20 hidden nodes and three output nodes.
The weights and other parameters of the neural net
work have been learnt for document images using the
approach described in [5]. This page segmentation
algorithm takes about 250 seconds of CPU time on a
SPARCstation 20 for a 1,024 x 1,024 image. We now
analyze the computational requirements of our page
segmentation algorithm. There are twenty 7 x 7 fea
ture extraction masks. Each feature vector (with 20
elements) needs 20 x 49 multiplications and 48 x 20
additions. Therefore, for an input image size of 1,024
x 1,024 pixels, the number of arithmetic operations
needed in the filtering stage is of the order of 10
billion multiplications and 10 billion additions. The
neural network classifier requires 400 integer multi
plications in the first stage and 60 Boating point mul
tiplications in the second stage. The first stage also
involves 20 x 19 adds and the second stage needs 3
x 19 additions. Thus, there are 460 million Boating
point multiplications in the classification stage. It is
now evident that the computational requirements of
our segmentation algorithm are enormous; a special
processor is necessary to achieve a real-time perfor
mance.
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8.2 Splash 2 Architecture
Splash 2 system consists of an array of Xilinx 4010
FPGAs. Figure 17(a) shows a system-level view of
the Splash 2 architecture. The Splash 2 system is
connected to the host (typically a Sun workstation)
through an interface board that extends the address
and data buses. The host can read/write to memo
ries and memory-mapped control registers of Splash
2 via these buses. Each Splash 2 processing board
has 16 Xilinx 4010s as PEs (Xl - X 16 ) in addition
to a seventeenth Xilinx 4010 (Xo) which controls
the data Bow into the processor board. Each PE
has 512 KB of memory. There is a 36-bit linear data
path (SIMD Bus) running through all the PEs. The
PEs can also communicate through a crossbar. A
broadcast path also exists by suitably programming
X o and the crossbar. The processor organization
for a PE is shown in Figure 17(b). The Splash 2
system supports several models of computation, in
cluding PEs executing the single instruction on mul
tiple data (SIMD mode) and PEs executing multiple
instructions on multiple data (MIMD mode). The
most common mode of operation is systolic in which
the SIMD bus is used for data transfer. Individual
memory available with each PE makes it convenient
to store temporary results and tables. The steps
in programming a Splash 2 are (i) simulation; (ii)
synthesis; and (iii) host interface development. In
simulation stage, the logic designed using VHDL is
verified.

The I/O functions are primarily carried out in the
host other than initializing Splash 2 and loading the
control bit-stream data that sets up the FPGAs for
the specified instructions. To change the instruc
tions on the FPGAs, a new bit-stream file needs to
be loaded by the host. The results at the end of the
operations are read by the host. These functions
are provided through a set of C-callable routines for
host-interface program development.

8.3 Mapping Page Algorithm on
Splash 2

There are two main phases in the segmentation al
gorithm not considering the post-processing stage.
The filtering stage is carried out first. The Splash 2
system is then reconfigured to implement the neural
network classifier.

The mask values in our application have been de
rived using the learning paradigm described in [5].
The twenty 7 x 7 feature extraction masks are real
valued. Our filtering algorithm is implemented as a
2-D convolution. In our earlier work [15],masks with
integer values only were considered. We have now
extended the 2-D convolution to real-valued masks.
One of the limitations with the current FPGAs is
the minimal support for Boating point operations.
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Figure 17: Splash 2 attached processor: (a) Architecture; (b) One processing element.

Our floating point multiplier involves followingthree
main stages: (i) normalization: the mask coefficients
are normalized in the range [-1, 1] by dividing the
mask values by a constant chosen to be a power of
two and greater than or equal to the largest absolute
mask value. (ii) floating point multiplication: mul
tiplication of an integer by a fraction is considered
as successive sums of partial results. (iii) renormal
ization: the result is scaled back by the normaliza
tion constant used. With this approach, a general
purpose floating point multiplier is replaced by a
series of adders by taking advantage of the input
range being [0, 255]. The 2-D convolution algorithm
with integer masks is described in detail in [15]. We
provide only a brief summary here. A systolic algo
rithm has been selected because of its architectural
suitability on Splash 2. The algorithm uses a linear
array of processing elements. Thus, every PE has
a left neighbor and a right neighbor. The first PE
receives input from the host and the last PE out
puts the result to the host. In order not to confuse
with the PEs of Splash 2 (physical PEs), let us call
these asvirtual PEs. Each virtual PE receives a par
tial sum and the pixel value from its left neighbor
and multiplies the pixel and mask value assigned to
it. After adding the partial sum (received from the
left neighbor), the result is sent to the right neigh
bor. After the latency involved in the linear array
of PEs, we get an output result at every clock cy
cle. The number of virtual PEs per physical PE is
decided based on the mask values.

The network has twenty input nodes, each node
corresponding to one of the texture filter outputs
(real-valued). A MLP consists of several perceptrons
interconnected in a feedforward manner. In imple
menting a neural network classifier on Splash 2, a
perceptron implementation has been used asa build-

ing block. Hence, we focus on the design of a per
ceptron. In our case, the perceptron is assumed to
have 20 inputs which uses a non-linear function (typ
ically a sigmoid function) to produce a real-valued
output. A perceptron consists of two stages namely,
(i) an inner product computation, and (ii) a non
linear function applied to the output of the previ
ous stage. The inner product of the feature vector
with the weight vector can be easily computed us
ing a I-D convolution algorithm. In order to handle
the floating point multiplication, we use a lookup
table. The input to the non-linear function is the 1
D convolution of the feature vector with the weight
vector. In order to simplify the implementation of
the non-linear function, we have used a lookup table
stored in the PE memory available on Splash 2. The
output layer in the network consists of three percep
trons. This stage is different from the earlier stage
in the sense that the input data is available for all
the neurons at the same clock cycle. We use a set of
multipliers and tree adders to implement the inner
product for this stage. However, the non-linearity
implementation is still based on lookup tables.

8.4 Experimental Results
The segmentation algorithm has been mapped onto
a Splash 2 with 2 processor boards (i.e., at most 32
PEs are available for mapping). The functions of the
PEs are modeled using VHDL. The result of simu
lation is verified using the timing diagrams obtained
from the simulator. Using the synthesis phase, the
control bit stream for the FPGAs has been gener
ated. Based on the delay model for Xilinx 4010, the
maximum speed for the logic accommodated on the
FPGA chips for the filtering stage is estimated to be
10.8 MHz.

We need 20 filters and we have 2 processor boards.
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Each filter occupies one Splash processor board.
Hence, we have to make a total of 10 passes over
the input image. For this purpose, we use the re
configurability of the FPGAs to change the instruc
tions dynamically. Note that for each filter, the co
efficients change. Hence, we need a different set of
adders which changes the instruction for the PEs. In
terms of the number of operations per second, the
clock speed reflects the rate at which the input pix
els will be handled, i.e., 10.8 million pixels/second.
Hence, a 1,024 x 1,024 image can be processed in ap
proximately 0.1 seconds. Thus, 10passes through an
image would take approximately one second. This
computation time can be compared with the com
putation time of 250 seconds needed on a SPARC
station 20 (33 MFlops). In other words, 20 billion
operations are carried out in one second using the
Splash 2 system.

9 Summary

Document image processing is a challenging area
of research. We have addressed a number of sig
nificant and difficult research issues and problems.
Our future work will concentrate on designing com
plete systems for form processing, page analysis and
content-based retrieval.
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Abstract
The automatic recognition of handwritten signatures

within a document image can be a powerful tool for
characterizing the contents of a document. Under the
Inscribe contract, TRWIASG has developed a robust
signature recognition techniquefor low-resolution, bit
mapped document images (100 x 100 dpi), which is
largely unaffected by overlapping text or horizontal
lines, differences in pen thickness, or signature
variability. The Inscribe signature recognition
technique employs a feature-space decision algorithm
to compare unknown signatures to a database ofknown
signatures of interest. The signature feature set
consists of 41 separate characteristics, including
moment measures, dosed loop statistics and signature
linearity characteristics, which are tolerant of the
"noise sources" mentioned above.

1 Problem Description
The ability to recognize handwritten signatures can
provide a powerful means of automatically identifying
important document images. Signature recognition may
be used alone, as a signature verification tool, or may be
incorporated into a comprehensive document image
processing system, as shown in Figure 1. As this figure
illustrates, a document image processing system can
perform image enhancement and segmentation prior to
signature recognition. Image enhancement attempts to
correct for skew or speckle-noise errors, providing a
better quality document for content analysis.
Segmentation divides the document image into a
number of distinct regions containing one of the
following types of information: ideographic, machine
generated text, handwriting, or other, and passes each
image region to the appropriate follow-on content
recognition tool. Segmented regions containing
potential signatures (typically, handwritten cursive text
of limited size) are sent to the signature recognition
module, which identifies known signatures of interest.
This information can then be passed to a document
understanding module which may characterize and/or
prioritize each document based on the results of the
individual content analysis tools.

A significant challenge in automatic signature
recognition is signature variability [1,2]. Multiple
samples of an individual's signature are never
completely identical. Signature samples may deviate in

a variety of ways, including signature size, pen
thickness, embellishments, and the presence or absence
of a middle initial. Additional variables can be
introduced, if the document is photocopied or
electronically transmitted, due to variations in the
scanning angle and transmission errors.

Figure 1: Conceptual System Diagram Containing a
Signature Recognition Module.

A second major challenge is that signatures in
documents often overlap horizontal lines or machine
generated text. Signatures present on forms and checks
almost invariably extend across horizontal lines, and
signatures often overrun machine-generated text at the
conclusion of letters, as illustrated in Figure 2.
Classical image recognition techniques usually fail
when applied to these occluded cases.

ames Peterson
Figure 2: Typical Instance of a Signature Overlapping

Text.

The goal of the initial Inscribe contract effort was to
develop an automatic signature recognition module
which takes a segmented signature image as input and
determines whether it matches any signatures in a
database of known signatures of interest. The Inscribe
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approach utilizes a variety of features calculated from
the input signature to identify the best match(es) from a
known signature set and to quantify the relative
closeness of each match.

2 Approach
The initial signature recognition algorithm development
effort consisted of three main phases: problem analysis,
candidate feature set development and evaluation, and
final system design and performance evaluation. As a
result of the initial technical assessment, a feature-space
decision algorithm [3,4,5,6,7] approach was selected for
the recognition system. Using this method, a number of
image characteristics, or features, are extracted from the
input signature and stored in a feature vector, which is
compared against a database of known feature vectors
to determine whether the signature is of interest. The
image features used are carefully selected to be tolerant
of signature variability. Feature space determination
offers a flexible solution to this recognition problem
because the feature vector can easily be refined, as
better features are developed, to further improve the
system performance.

A high level diagram of the Inscribe signature
recognition process is shown in Figure 3. The inputs to
the Inscribe system consist of the segmented signature
image and the pre-defined feature database containing
the signatures of interest. The system outputs consist of
the names of those signatures in the database that best
match the input signature, and the corresponding
confidence factor associated with each match. There
are three main steps in the recognition process: pre
processing, feature extraction, and signature matching.
The following sections describe each of the processing
steps in more detail.

Note that Figure 3 indicates that feature extraction is
performed on three separate images. Initial tests of the
feature extraction module showed that variations due to
pen thickness and overlapping lines or text could cause
significant deviations in the feature calculations for
different samples of an individual's signature.
Therefore, it was necessary to implement a method of

extracting invariant characteristics from the input
signature prior to feature extraction. Invariant
characteristics are considered to be qualities that remain
approximately constant across multiple samples of the
same individual's signature. The pre-processing stage
of the Inscribe algorithm generates three intermediate
images, each of which contains specific invariant image
characteristics from the input signature. The three
generated images are a line segment representation, a
loop extracted representation, and a textlhorizontal line
removed representation. These three representations
are described in more detail in Section 2.1.2.

2.1 Step 1: Pre-Processing
As previously stated, the pre-processing stage addresses
the primary difficulty involved with signature
recognition: signature variability. Pre-processing is
sub-divided into general and feature-based pre
processing.

2.1.1 General Pre-Processing
The general pre-processing stage filters and manipulates
the input signature image into a more standardized form
for the feature extraction algorithms by performing
speckle noise removal, cropping, and line thinning.
Within a document image understanding system such as
that pictured in Figure 1, the speckle noise removal and
cropping functions will typically be performed by the
image enhancement and segmentation modules,
respectively. However, since the Inscribe signature
recognition process was initially designed to operate as
a stand-alone module (for ease of evaluation), these
functions were included in the Inscribe processing
chain.

Removal of speckle noise (small, isolated groups of
black pixels) is important because these pixels may
adversely affect the recognition process. Speckle noise
is removed using a modified median filter which targets
isolated groups of black pixels. Pixels are considered to
be in the same group if they are connected to one
another in any of the 8 nearest neighbor spots [8].

Cropping eliminates the excess whitespace bordering
the image, generating a more standardized input to the

CD CD
Pre-Processing Feature Extraction

----,
G)

Signature Matching I
Feature basedPre-ProcessingGeneral Pre-Processing -

~ I ~
I r-I Line Segment I Line Segment I--

Image I J Image I
wtknown I 1 1 1

-I signature malch(es) &
signature General I Loop Extracted I I Loop Extracted I Distance I associated eonfJdence(s

l Pre-Processing r Measure
I 1 Image I I Image I -, Calculations I

I
I Y Text Removed I I Text Removed~

Image I -I Image I
signature I
database I
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Figure 3: Signature Recognition Algorithm Process Flow.
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Figure 6: Example of Signature Letter Loop Gaps.

feature extraction functions. The cropping function is
performed by scanning the image inward from each
segment border to establish the unique rectangle
defined by the outermost black pixels in the segment.

Thinning eliminates the effects of varying pen
thicknesses on the signature image. A morphological
thinning technique [3,8,9] reduces all pen lines to a one
pixel thickness without losing connectivity. Figure 4
shows the results of the thinning operation.

D
Fully Closed "D"

D
Partially Open "D"

Figure 4: Input Signature (left) and Morphologically
Thinned Output (right).

2.1.2 Feature-Based Pre-Processing
The second stage of pre-processing derives three
intermediate images from the input signature image: a
line segment image, a loop extracted image, and a
text/horizontal line-removed image. Each of these pre
processed signature images retains different invariant
characteristics of the input signature while canceling the
effect of occluding text or lines. It is then valid to apply
classical and custom techniques to these intermediate
images in order to generate the feature set.

The first of the three intermediate images, the line
segment signature image, only retains information from
line segments in the input signature which are longer
than the maximum expected text size. These line
segments are identified by a set of line templates. Line
segments that are predominantly horizontal are
excluded from the line segment signature image, as they
may represent an overlapping line that is not part of the
signature. Figure 5 depicts the line segment
representation.

Figure 5: Input Signature Image (left) and Line
Segment Intermediate Image (right).

The second intermediate image retains only closed
(and nearly closed) loops [9,10] from the input
signature which are larger than a specified size. A
morphological closing operation [8] is performed on the
signature image to close any potential loops such as the
one shown in Figure 6.
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Once the morphological closing operation is
complete, all enclosed areas of whitespace are identified
using connectivity analysis [10]. The output image
representation consists of only the large loops in the
input image. Figure 7 shows a loop extracted
representation.

Figure 7: Input Signature Image (left) and Loop
Extracted Intermediate Image (right).

The third intermediate signature image is a
text/horizontalline-removed representation. This image
product is generated by identifying and erasing text and
horizontal lines in the input signature image. The
horizontal line removal algorithm analyzes the
composition of the individual rows of pixels in the
signature image to decide when to erase a line. The text
removal algorithm considers the expected letter mass,
the horizontal distribution of "suspect" letters, and their
relative positions in the image as factors in erasing text.
Figure 8 depicts the results of the horizontal line
removal algorithm and Figure 9 displays the results of
the text removal algorithm.

Figure 8: Signature Image Before and After Horizontal
Line Removal.

Figure 9: Input Signature Image and Text Removed
Intermediate Image.



2.2 Step 2: Signature Extraction
The feature extraction process involves extracting
invariant image characteristics from the three
intermediate signature images generated by the pre
processing module. In the second phase of the Inscribe
development effort, 180 image features were
implemented for possible use in the signature
recognition algorithm. The performance of each of
these candidate features was evaluated on a test set of
signatures using statistical calculations to determine the
strongest features for inclusion in the final system
design. The composition of the test signature set is
described in Section 2.2.1. The method used to obtain a
final feature set for signature recognition is outlined in
Section 2.2.2.

2.2.1 Feature Test Signature Set
The test signature set consisted of 210 signatures--ten
signatures each from 21 participants. The set was
designed to include clean samples of an individual's
signature as well as samples which exhibit the possible
variables that a signature recognition system is likely to
encounter. The composition of the final signature set is
shown in Table 1. Each signature sample was scanned
and converted into a bit-mapped image format

Table 1: Test Signature Set Composition.

Signature %of Characteristics
Set Sianatnre Set

Well behaved:
I 29 Signatures written by

fine or medium point
ball-point or felt-tip
pens.
Moderately difficult:

IT 21 Signatures with
overlapping
horizontal lines, or
written by heavy felt-
tip pens.
Heavily corrupted:

m 50 Signatures with
overlapping machine-
zenerated text

2.2.2 Feature Evaluation
The objective in developing a feature-based recognition
algorithm was to obtain a set of features which reliably
identify a unique signature. The selection of a final
feature set was a two-stage process. In the first stage,
the original 180 recognition features were evaluated
using a "feature quality measure" to determine which
features were most useful in distinguishing one
signature from another. This "feature quality measure"
was computed for each candidate feature, by taking the
ratio of the average feature variance between the

different signature classes divided by the average
variance within each signature class. Features with a
ratio of 1.5 or less exhibited poor class separation
characteristics and were discarded.

The second stage in obtaining a final feature set was
to identify any highly correlated features within the
remaining feature set. Since two or more features
which are highly correlated contribute essentially the
same information, only one of the features needs be
calculated in the classification process. The final
feature set was obtained by calculating a covariance
matrix and reducing groups of highly correlated
features to a single feature by combining or eliminating
the redundant measurements.

The final signature feature set consists of classical
image processing calculations (such as moment
measures and aspect ratios) along with customized
calculations specific to the invariant representations
(including loop area, loop dimensions, and dominant
line slopes). Of the 180 signature features that were
initially evaluated, 41 separate feature measures were
retained in the final signature feature vector. Fifteen of
these features are derived from the linear segment
signature image, fourteen from the loop extracted
image, and eleven from the textlhorizontal line
removed image. In terms of classification performance,
the strongest features are evenly divided between loop
based and line-segment based features. Third order
central moments [3,11] of the loop- and line-segment
signature products hold particularly significant
signature information. Features which measure line
segment slope were also found to be distinctive for
different individuals -- especially for separating the
signatures of left- and right-handed individuals.

2.3 Step 3: Signature Matching
The final step in the signature recognition process is
match determination [6]. This stage identifies which
signatures in the known signature database best match
the input signature, and reports a confidence level for
each match.

As previously stated, the inputs to the signature
recognition module are an unknown signature image
and a database of known signatures to which the
unknown signature is compared. The signature
database contains signatures of interest along with their
associated feature vectors. A signature naming
convention enables the system to report the name of the
individual to whom the matching signature belongs and
permits the operator to enter multiple copies of an
individual's signature into the database. When multiple
copies of an individual's signature exist in the database,
a single composite signature feature vector is generated
based on each of the signature entries.

Once the input signature feature vector is obtained, it
is compared against the feature vectors of each
signature group in the database to determine if there is a
likely match. The match decision is based on a
modified minimum-distance classification [3,5,6,7].
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The elements of the input and database feature
vectors are weighted so the strongest performing
features have the most leverage in influencing the final
signature match determination. The database signature
feature vector with the minimum distance to the input
feature vector is chosen as the most likely signature
match and the feature distance is used to compute a
confidence rating for the signature classification result.

3 Results
The initial performance of the signature recognition
module was evaluated using round-robin approach on
the test signature set described in Section 2.2.1. In this
approach, a known signature database was created from
nine of the ten signature samples available for each
individual, and the tenth sample of each individual was
input as an unknown signature. Overall performance of
the classification system was thus accomplished by
rotating through all 210 signatures in the test signature
set in this manner. This approach did not optimistically
bias the module's performance by training on the actual
signature, and was the best option when considering the
limited data available.

3.1 Recognition Accuracy
The results obtained in the initial performance
evaluation of the Inscribe signature recognition
algorithm are presented for each of the three test
signature sample set categories discussed in Table 1 of
Section 2.2.1.

When the test signatures were limited to the "well
behaved" cases in Set I, (i.e., no text or horizontal lines
overlapping the signatures and no overly thick pens
used) the recognition algorithm was 100 percent
successful at identifying the correct signature. The well
behaved signature population consisted of 60 signatures
representing all of the 21 signature classes.

When the test signature population was expanded to
include the 45 "moderately difficult" signatures in Set II
(i.e., signatures written with thick-point felt tip pens or
signatures with overlapping horizontal lines), the
recognition success rate slipped to 93.3% (98 out of
105).

When the signature set used for evaluation was
further expanded to include the 105 signatures in Set
III, signatures with overlapping machine-generated text,
the recognition success rate measured 87.5 percent (184
out of 210). Table 2 shows the cross-tabulated
classification confusion matrix associated with the
complete signature set of 210 signatures. The values
along the diagonal represent the number of signatures
(out of 10) that were correctly classified for each of the
21 individual volunteers. Values along a given row
indicate how mis-classified signatures were distributed
among the other signature classes.

In assessing the recognition results for specific input
signatures, it was found that the highest error rates were
obtained in cases of individuals who varied the way
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they wrote the first letter of their signature. For
example, in the signature samples of Individual B, the
first letter 'in her signature is sometimes written in
cursive and other times printed. Similarly, Individual
M tends to alternatively sign the "D" at the start of his
signature as either a closed loop or a widely open non
loop. Other factors which contributed to recognition
errors include:

• Excessive corruption of the signature due to
heavy overlap of machine-generated text

• Small, tightly-written signatures, portions of
which (in a few instances) were confused by the
text-removal algorithm with machine-generated
text

• Artifacts from thick pen lines which occasionally
distorted the thinned signature

Based on the results obtained, the Inscribe system
performed admirably on the initial test signature set,
especially when considering the large percentage of
text-overlapped and line-overlapped signatures. As
would be expected, the accuracy is highest when
multiple clean copies of an individual's signature are
included in the database training set. The multiple
samples help to ensure that the reference feature values
in the database are fully representative of that
individual.

3.2 Processing Time
The initial implementation of the Inscribe signature
recognition module was not specifically optimized for
speed performance. In its current form, the software
requires an average of 3.7 seconds on a Sun
Microsystems SPARCstation 10 to process and analyze
an input signature. Most of the processing time is
expended in the feature-based pre-processing portion of
the algorithm. In particular, about half of the total
processing time per input signature (1.75 seconds per
signature) is spent in the morphological thinning
process. It should be noted that this average time per
signature may represent an overestimate due to the
makeup of the test signature set. More than twenty
percent of the signatures in the test set had been written
with a very thick felt tip pen in order to test the
algorithm's performance with thick pen lines. The line
thinning algorithm is an iterative algorithm and takes
significantly longer to process these thick signatures.
The next most time-intensive process is the line
template matching (0.75 seconds per signature) which is
performed during linear segment extraction.

Future Goals
Although the Inscribe signature recognition algorithm
has been shown to perform well in initial tests,
additional testing is required to more fully characterize
its overall performance. One area that needs to be



Table 2: Classification Confusion Matrix for Initial Signature Test Set (210 Signatures Total).

0 u t P u t S 1 g n a t u r e
A B C D E F G H I J K L M N 0 p Q R S T U

A 10
B 4 1 1 3 1
C 9 1

I D 9 1
n E 1 9

P F 8 1 1
u G 10
t H 10

I 9 1
S J 10
i K 10
g L 1 1 6 1 1
n 1M 2 6 1 1
a N 1 1 8
t 0 10
u P 9 1
r Q 1 9
e R 10

S 1 9
T 1 9
U 10

investigated is the algorithm performance on an
expanded signature set which includes signatures that
are not part of the known signature database in addition
to signatures that are. The following recommendations
for further development are based on the results of the
initial evaluation.

4.1 Improved Recognition Accuracy
Based on the results of our initial tests, further
improvements can be made in how the signature
recognition module distinguishes handwritten
signatures from machine-generated text, removes
overlapping text, and thins thick pen lines.
Incorporation of several new types of feature measures
may greatly enhance the recognition performance on
such signatures. In particular, modified Hough
transforms [12], have been shown to have value for
quantizing linear features such as handwritten
signatures. Standard Hough transforms [9] also have
significant potential for improving the ability of the
linear segment extraction process to distinguish
handwritten lines from machine-generated text.
Additional improvements in algorithm performance
may be obtained by refining the signature feature
matching algorithm to incorporate information from the
feature covariance matrix or to use a neural-net-based
recognition technique [1] instead of the current
minimum distance measure.

4.2 Processing Speed
Although speed was not a consideration in the
development of the initial signature recognition
prototype, it is desirable for the final version of the
module to execute as fast as possible. Since the most
significant portion of the processing time is currently
spent in the morphological thinning and line segment
template matching algorithms, optimizing these two
functions will dramatically improve the speed of the
signature recognition module.
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A Method for Automatic Logo Recognition
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Abstract
The automatic recognition of logos contained within

a document can provide valuable insight into the nature
and content ofa document. In this paper we present an
approach that automatically searches a document,
identifying and isolating a set of "candidate logos"
and then searches a pre-defined logo database in order
to determine whether any of the candidate logos are
contained within the database. Techniques have been
implemented that allow logo isolation and database
matching to be performed quickly and accurately given
a database of several hundred logos extracted from a
wide-range of low resolution, one-bit black and white
scanned document images.

1 Problem Description
Automatic recognition of graphical logos within a
document holds potential for identifying high priority
document images (based upon content) an order of
magnitude faster than traditional character recognition
methods. For several years, TRW ASG has focused
resources on developing and applying size invariant,
rotation tolerant graphical icon recognition algorithms
to low resolution document images (100 to 200 dpi).
These techniques have been successful with a wide
variety of logos and varying quality document images,
and have been incorporated in both standalone logo
recognition systems as well as comprehensive
document understanding systems.

Graphical logo recognition is a document content
analysis tool, like character recognition or signature
identification, that can be used to automatically identify
important documents or prioritize a set of documents
containing logos. If logo recognition is incorporated
into an overall image processing system, several key
processing steps may be performed prior to logo
recognition, as shown in Figure 1. As an optional first
step, an acquired document image may be enhanced to
correct for skew or speckle-noise errors. Following
enhancement, the document image may be segmented
into a number of distinct regions containing one of the
following types of information: ideographic, machine
generated text, handwriting, or other. The segmentation
module passes each image region to the appropriate
follow-on content recognition tool. Segmented regions
containing potential logos are sent to the logo
recognition process which identifies known logos of
interest. This information can then be passed to a

document understanding module which may
characterize and/or prioritize each document based on
the results of the individual content analysis tools.

Figure 1: Conceptual system diagram containing a logo
recognition module.

While graphical recognition has the potential to be
faster than character recognition, logo identification
must ideally possess the same robust characteristics
required for reliable OCR processing. Graphical
recognition algorithms should be tolerant of variations
due to:

• image size
• scanner effects (degradations)
• skew (both linear and non-linear)
• image orientation
• noise (bit errors)
• speckle noise
• variations of the same iconllogo
• nearby or overlapping segments

2 Technical Approach
Our general approach to logo recogrunon is
summarized in Figure 2. The three main steps in the
logo recognition process are logo extraction (image
segmentation), feature calculation, and feature
comparison,or matching.

Logo
Sean:h
Result

Figure 2: Summary of TRW logo recognition
algorithm.
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The stages of the logo recognition process are as
follows. First, binary graphics thought to contain logos
are extracted from digitized input documents in a
consistent manner. A set of simple features are then
computed from each extracted image for use in
reducing the searchable database of possible logo
matches. By carefully selecting a set of easily
computed yet unique image features, a significant
number of logos can be quickly eliminated from the set
of possible matches. A more complex set of features
are then computed for use in comparing the remaining
set of possible matches in the database of known logos.
If the known and unknown logos have very similar
features based on a series of detailed image comparison
algorithms, they are reported as a match.

2.1 Logo Extraction
The logo extraction algorithm searches a scanned
document image, determines which regions of the
document contain candidate logos and extracts the
logos for further processing. The extraction algorithm
incorporates horizontal and vertical pixel density
measures to identify the position of candidate logos.
Density measures were selected for use because during
our algorithm development they were shown to
accurately separate significant graphical elements from
document text and other non-logo elements of
documents. Figure 3 shows an example of the density
measures for a typical document.

Figure 3: An illustration of the density-based logo
extraction method.

A set of "intelligent" rules are also used in both of the
density measurements to ensure that logos are
consistently and correctly extracted. For example, one
set of rules is used along with the horizontal density
measurement to insure that logos consisting of
separated graphical elements are grouped together as
one logo.

The second step of logo extraction involves
conditioning the logo for use by the feature extraction
algorithm. Logo conditioning involves defining the
boundaries of the logo (where the logo begins and ends
in both the vertical and horizontal directions) so that
logos extracted from different documents are as similar
as possible. This consistency is crucial to the
recognition algorithm, because without it, the pattern
matching algorithm described below would not be
reliable.

2.2 Feature Calculation
The following four features are extracted from each
extracted candidate logo

• aspect ratio
• power
• busyness
• postage stamp.

The first three feature types, aspect ratio, power and
busyness, are coarse features used to produce a reduced
search set from the overall database. The fourth
feature, the postage stamp, is a processed and
compressed version of the candidate logo image. The
postage stamp feature is used for more detailed logo
comparisons on the reduced database search set.

The definition of each of the features used in logo
recognition is provided in the following sections. In the
following discussions, l(m,n) denotes a two
dimensional array representing a binary image having
M rows and N columns. In the cases of aspect ratio and
postage stamp calculations, Itm.n) is the extracted logo.
In the cases of power and busyness, l(m,n) is a region
of the extracted logo.

2.2.1 Aspect Ratio
Aspect ratio, A, was chosen as a feature for database
reduction because of its simplicity. Aspect ratio is the
ratio of the height of the extracted logo divided by the
width:

Power, P, is a measure of how many logo pixels are
black with respect to the total number of bits (with a
black pixel being equivalent to binary 1 and a white
pixel being equivalent to binary 0). Power is calculated
as the summation of the pixel values divided by the
total number of pixels:

The first step of logo extraction is the computation of
the document's vertical density. The vertical density is
computed by summing the number of black pixels in
each scan row. Using programmable density thresholds,
horizontal strips of the document are isolated using the
vertical density measurement. The horizontal density
measurement is then computed by summing the black
pixels in each column of each isolated horizontal strip.
Using a separate set of programmable density
thresholds, candidate logos are identified in each
horizontal strip, isolating the position of each logo in
the document image.

2.2.2 Power

A=M
N

(1)
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2.2.3 Busyness
Busyness, B, is a measure of the amount of pixel to
pixel changes with respect to the maximum number of
changes possible. It is calculated as the summation of
black to white (or 1 to 0) and white to black (or°to 1)
transitions in the horizontal, vertical, and diagonal
directions divided by the maximum number of possible
pixel changes:

1 M-l N-l

P=-L L I(m,n)
MN m=O n=O

(2)
pixel spacing. The area is found simply by using the
trapezoid rule for integration. After compressing each
row of the logo, the algorithm compresses each column
in the same way.

Figure 4: An illustration of the logo postage stamp
compression algorithm.

1 M-2 N-2

B= ( ( L LI(m,n)"I(m+l,n)+
3 M - 1) N - 1) m=O n=O

I(m,n)'" Itm.n + 1)+ I(m,n)A I(m +1,n+1) (3)

The following discussion provides details on the
implementation of the postage stamp algorithm.
Mathematically, we can represent a logo as a two
dimensional array of pixels having M rows and N
columns as

where the " symbol is used to represent the logical
exclusive-or function.

L(m,n) m= 0,1, ... , M-l; n= 0,1, ... , N-l. (4)

l(m,h) =L(m,b) + (h -l1)(L(m,l1 + 1) - L(m, 11)) (7)

Vertical compression is likewise performed by
converting the columns of Q(m,j) into a continuous
function, q(v,j) and integrating over each column. The
postage stamp, P(i,j), results.

Horizontal compression is performed on the logo by
converting the rows of the logo into a continuous
function, lim.h), and integrating over each row. The
result is the intermediate value Q(m,j) defined by

The compression algorithm takes the M x N logo and
compresses it into a postage stamp, P(i,j), containing I
rows and J columns. To do so, the compression
algorithm first compresses the logo horizontally to
make an intermediate value, Q(m,j). It then compresses
Q(m,j) vertically to obtain the postage stamp. Initially,
the compression algorithm pads the logo with zeros (or
white space) around the perimeter of the logo to
provide a fixed reference and continuity at the edges of
the logo.

(8)

j = 0, 1, , J -1 (6)

m=-I,O, ,M

m = -1, M or n = -1, N. (5)

t! =largest integer ~ h.

L(m,n)=O

(i+l)(N+l)
----0.5

1 J

Q(m,j) =- Jl(m,n) dh
N j(N+l) _ 0.5

J

where

and

2.2.4 Logo Compression (postage Stamp)
One of the constraints imposed on the recognition
algorithm was size invariance. That is, the algorithm
should match two copies of the same logo regardless of
the size of either copy. Another constraint is that the
algorithm be tolerant to small rotations of the logo due
to misalignment of the scanned document. Logo
compression addresses both of these constraints. First
of all, by compressing all logos to a single standard
size, the recognition algorithm is by definition size
invariant. Furthermore, a standard-sized, compressed
postage stamp logo, provides a convenient way of
directly comparing any two logos of different shapes
and sizes. The postage stamp also provides rotational
tolerance because of the averaging inherent in the
compression algorithm. Averaging has been shown
experimentally to reduce the effects of rotational
distortions as well as scanning noise and decompression
errors.

The general idea of the compression algorithm is the
same as that of standard sample rate conversion
algorithms, only sub-sampling is performed in two
dimensions. A logo is compressed by lowpass filtering
the image and interpolating the new sample values at
the new sample spacing. The result is a gray scale
image rather than a binary image.

For efficiency, the compression algorithm performs
the lowpass filtering and interpolation simultaneously.
First, the compression algorithm constructs a
continuous image from the discrete pixels by using a
straight line approximation between pixels. Integrating
the continuous image over the new pixel spacing yields
the new pixel values. Figure 4 illustrates the algorithm
on a single row from a logo image. In the figure, each
dot represents a pixel. Those with vertical lines
represent black pixels; those without represent white
pixels. The area of the shaded regions is the new pixel
value, and the length of the shaded regions is the new
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q(v,j) =Q(!!.,j) + (v - !!.)(Q(!!. + I,j) - Q(!!.,j)) (10)

Description

Table 1: Recognition Algorithm Thresholds

Threshold ISymboll
Aspect Ratio at tentative match if dAR Sat

Busyness bt, bn tentative match iffor (n-bn) of n sectors. dB Sbt

Power pt. pn tentative match if for (n-pn) of n sectors, d p S pt

Postage Stamp dt tentative match if dPS S dt

i = 0, 1, , / - 1 (9)

j = 0, 1, , J-I

(i+I)(M+I) _ 0.5

P(i,j) =~ I Jq(V,j) dv
i(M+l) _ 0.5

I

where

and

The resulting compressed postage stamp logo, P(i,}),
provides a way to directly compare two logos
independent of the size of either logo.

2.3 Feature Comparison
In order to compare the computed features of unknown
logos and those contained within the predefined logo
database, a set of distance measures have been defined.

For the aspect ratio, busyness, and power, the
distance has been defined as the absolute difference
between the features. The aspect ratio, busyness, and
power distances are, therefore,

!: =largest integer s v.

dAR = lARk -ARu I,

dB = 1Bk - Bu I,

dp = 1 Pk - Pu I.

(11)

(12)

(13)

(14)

For each of the features, the threshold is simply a
number. During algorithm development it was
discovered that by evenly dividing the logo into n
sectors and computing the busyness and power
separately for each, logo recognition accuracy is
greatly improved. There are, therefore, n busyness
distances and n power distances to compare. Rather
than define a threshold for each sector, a single
threshold was defined to which the distances from each
sector are compared. In order to address the use of a
single threshold, a voting scheme was implemented. If
the distance threshold is met for a specified number of
sectors, the logos tentatively match.

A known logo in the database is considered to match
an unknown logo if all of the distance measures meet
their respective thresholds.

3 Results
The logo recognition algorithm performance is outlined
below in Sections 3.1 and 3.2.

3.1 Pd and Pfa

Table 2: Probability of Detection Summary

After determining the optimal set of thresholds, the
probability of detection, Pd , and the probability of a
false alarm, Pfa , were measured using a set of "real
world" test logos. In the test set, 187 logos were stored
in a database as known logos. In addition, 252 logos
were obtained to be compared against the database of
187 logos. The 252 logos consisted of modified
versions of the logos contained in the database
(rescanned at varying size and quality) as well as logos
not stored in the database. Of the 252 comparison
logos, 128 were known to match logos in the database.
The recognition algorithm correctly identified 126 of
the known matches for a Pd of 98%. In addition, the
algorithm incorrectly matched 11 of the 252 unknown
logos with logos in the database for a Pfa of 4%.
These results are summarized in tables 2 and 3.

The subscripts, k and u, denote the features of the
known and unknown logos. The distance between
postage stamps is the sum of the squared differences
between pixels in the postage stamps.

/-1 J-1

dpS =L L(Pkfi,j) - pu(i,j);2 (15)

i=O j=O

Since a postage stamp can be viewed as an / x J
element feature vector, this distance is also the squared
Euclidean distance between feature vectors, P k and

Pu ' in the feature space.

In order to compare unknown input logos and those
contained within the logo database the features for both
sets are calculated. A known logo, stored in the logo
database tentatively matches an unknown input logo if a
distance measure falls within a predefined feature
threshold. A summary of the thresholds used in the
recognition algorithm and their meaning is presented in
Table 1.

Database Matches I
128 I

Hits

126 98%
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Table 3: Probability of False Alarm Summary

Unknown Logos IFalse Alarms I Pfa

252 I 11 I 4%

3.2 Benchmarks
While evaluating performance measures for the
recognition algorithm, we benchmarked the creation of
the logo database and the processing of unknown logos
using a Sun Microsystems SPARCstation 2. The major
factor in both processes was the feature extraction time.
In our tests, each logo required an average of 450 ms to
extract the aspect ratio, busyness, power, and to
compress the logo into a postage stamp. The average
time per logo to create a database was 490 ms. The
average time to compare an unknown logo against the
database was 530 ms per logo (for a master database of
187 logos). Because of the structure of the database,
the actual search time will only increase by the base
two logarithm of the size of the database. For example,
a 1024 entry database would approximately twice as
long per logo to search as a 32 entry database. The
search time is also dependent on the thresholds since
the number of postage stamp comparisons (a relatively
complex operation) is dependent on the database
reduction the other features provide. Based on our
observations, it is estimated that comparing a single
logo against a 1000 entry database should only take an
average of about 750 ms.

4 Future Goals
TRW ASG's logo recognition algorithms have been
shown to provide a powerful and accurate method of
identifying graphical logos or icons within a scanned
image document. However, there remain areas of study
and analysis not performed in the initial experiments
that could provide insight into the algorithms and allow
them to be refined to provide even better results. Two
of these areas are described below.

4.1 Low Quality Images
For low quality images (which a large number of scan
errors, speckle noise and image distortion) many of the
characteristics that traditional logo recognition
algorithms exploit may be obliterated. New techniques
could be developed that concentrate on analyzing logo
features that remain intact even for low quality images.

In addition, initial investigation has shown the TRW
ASG logo recognition algorithms to perform better
when the user-defined algorithm parameters are
manually modified in relation to the noise within a
document image. The incorporation of an image
quality measure could be exploited to improve the
algorithms' performance by automatically adjusting the
parameters to compensate for different noise levels.

4.2 Multiple logo versions
Our current logo recognition algorithm treats each logo
in the comparison database independently. Using
multiple versions of the same logo within the master
database could improve logo recognition accuracy.
Many times the same company or organization has
similar but different versions of the same logo.
Identifying these as being the "same" logo could be
very useful to the logo recognition algorithm. A similar
effect is seen when the same logo appears both large
and very small. Many of the features of the small logo
are lost and therefore matching it with the large one is
not easy, especially when the document image is
scanned at low resolutions. In cases where multiple
copies of a logo are available, they could be used to
compute averaged image information, thereby
enhancing the recognition process.
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Abstract
A set of tools for analyzing and correcting

degradation in imaged text documents to improve OCR
performance is described. A number of metrics have
been developed that detect, identify, and characterize
degradation types based on variations in fundamental
characteristics of typical text. The current focus is on
degraded 10 and 12 point Times Roman and Helvetica
type rendered at 100x200 dpi. Statistical,
morphological, and connected component techniques
contribute to the analysis. Results from the analysis
process are used to tailor a reconstruction sequence
that normalizes the text image. OCR scores before and
after normalization show an average 37% improvement
in word error rate for thinned text but no improvement
for thickened text.

1 Introduction
The performance limitations of OCRs against low
resolution and/or degraded quality text are well
known [1]. OCR performance rapidly degrades even
when the image defects appear minimal to the naked
human eye. One approach to improving OCR
performance is to extend the training set of characters
for OCR engines using a rigorous defect model to
include all the possibilities [2]. Classification can then
be performed using decision trees (preclassifiers) where
up front classifiers are less accurate but only need to
determine coarse categories and downstream classifiers
are more accurate to perform the final classification.
The drawback of this approach is the computational
requirement.

A second approach, which we are investigating, is to
modify the degraded data so that the filtered result
looks like a nominal font, free of most image defects.
This approach requires that we be able to characterize
the typical image defects that would cause performance
degradation in OCR and be able to filter them out. We
make the important distinction that we do not attempt to
quantify image distortions so that we can restore the
imaged document to its original form, but instead, we
only transform the characters to a nominal-looking font
which can be interpreted by the OCR. In this work we
assume that the text portion of the documents have
already been blocked out and that we are only
processing the text areas.
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A set of modular software tools have been
implemented and coded conforming to ANSI C
standards. The tools currently run on SUN SPARCTM
workstations and can process TIFF format images.

The following sections of this paper present examples
of document distortions investigated, a system
overview, preprocessing functions to remove global
document defects, metrics used to quantify text
characteristics, enhancement algorithms designed to
improve text readability and a discussion of overall
OCR performance results.

2 Text Distortions
We used the DISTORT modeling software from
MITEK systems to simulate scanning defects on 12 and
10 pt Helvetica and Times Roman text samples. The
defects that we have been investigating include: vertical
scanning defects, speckle, light bleed through, text
blurring (thickening) and text thinning. Our focus was
on low resolution documents sampled at IOOx200 dpi.

A range of vertical scanning line defects was
simulated for our analysis and testing. Since this is a
sensor defect and not inherent in the document, scan
line defects are always perpendicular to the orientation
of the scanning direction, normally vertical. An
example of a vertical line defect, which could be caused
by a clogged detector, is shown in Fig. 1. Vertical lines
were simulated with a range of probability and lengths
resulting in both solid and broken line forms. Line
widths were confined to one and two pixels.

Speckle was simulated using various speckle blob
sizes and grobabilities providing a range of speckle
distortions. Figure 2 displays two examples of speckle,
one denser and more uniform (top) and the other less
dense but with a wider range of speckle size (bottom).

Examples of degraded 12 pt text are shown in Fig. 3
and 4. The examples in Fig. 3 and 4 include a
magnified view of a pair of words that have been
moderately and severely thinned and blurred. For the
thinned case the degradation causes the characters to
break. Fonts which exhibit tapering thickness strokes,
such as Times Roman, are more susceptible to changes
in character topology when subjected to thinning
degradation.



The blurring mode creates thickening of character
strokes, fringing at the bottom and left sides of
characters, filled characters and joined adjacent
characters. Some of these effects can be seen in Fig. 3.
Times Roman is more susceptible to character joins in
the vicinity of serifs.
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Figure 1: Vertical scan line defect.
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Figure 2: Two levels of speckle defects.

who could

who could
w1Pcou1d

Figure 3: Nominal, two thinned and two blurred
versions of 12 pt. Times Roman text.

who could

who could
who could
who COUld

Figure 4: Nominal, two thinned and two blurred
versions of 12 pt Helvetica text.

3 System Overview
Our overall approach is based on identifying,
quantifying and removing document degradation in
successive stages. The processing flow is presented in
Fig. 5.

degraded document

enhanced document

Figure 5: Flowchart for document enhancement.

The earlier stages of processing require the least
amount of information about the document. As each
level of processing is performed and degradation is
removed, subsequent analysis steps have increased
accuracy in determining text characteristics. Although
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the current results reflect this approach as being
performed on an entire document, the software has been
developed to facilitate processing portions of a
document and allowing it to adapt to non uniform
degradation.

3.1 Preprocessing Functions
Preprocessing is composed of three functions; vertical
scan defect removal, deskewing and despeckling.
Deskewing was not part of our research and is not
described here.

The vertical scan defect remover is designed to
remove thin, vertical black lines from document
images. To detect the presence of vertical scan defects,
a vertical histogram is computed over the entire
document; that is, we add up the number of black pixels
in each column. Vertical lines appear as anomalous
spikes in the histogram as evidenced in Fig. 6. The
median and standard deviation are computed for the
profile. If any column value is greater than the median
plus twice the standard deviation, and there are no more
than two adjacent columns satisfying that criteria, then
that column is declared to be a scan defect.

The processing for scan defects includes removing
the column completely and then restoring the missing
values using a form of image continuation [3] as shown
in Fig. 7.

v-*-, Pto. IIf SCII'IllM D.fet1

unspeckled documents have few small sized objects
other than punctuation marks. To determine the size
threshold, we currently use the knee of the distribution.
To remove speckles, all objects smaller than the size
threshold are removed. Despeckled text examples are
presented in Fig. 9. Speckle that is connected to valid
characters are not eliminated at this point, but can be
removed at a later defringing stage.
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Figure 8: Speckle peak in object size histogram
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Figure 9: Despeckled examples from Fig. 2.

Figure 7: Vertical scan line defect removed from Fig. 1

Figure 6: Vertical histogram for scanned document with
vertical line defect.
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The despeckler function measures the distribution of
object sizes in a document image, determines an
appropriate threshold, and then removes objects less
than the threshold size. The algorithm first creates a
histogram of object sizes, where each object is
determined based on the 8-connectedness property.
Speckled text documents display a peak at the extreme
low end of the distribution as shown in Fig. 8, whereas

3.2 Text Characterization
Image metrics were developed to: detect the presence of
text defects; determine which appropriate filtering
sequence to apply; and set filtering parameters to
ameliorate those defects.

Text characterization is designed to quantify
fundamental text characteristics in text images which
have been blurred or thinned by poor contrast and.
resolution changes. These characteristics include the
horizontal and vertical stroke widths, the amount of
fringing in the vertical and horizontal directions, the
median height of the text lines in the image, the density
of black pixels in the text lines, and the density of
"holes" in the text lines. Holes are defined as
completely enclosed regions inside character loops.

Stroke width measurements are determined from a
peak analysis of run length histograms. The dominant
width of horizontal strokes corresponds to the location
of the first major peak in the vertical run length
histogram. The average horizontal stroke width equals
four pixels for the data shown in Fig. 10. Conversely,
the average width for vertical strokes (three pixels) is
computed from the horizontal run length histograms
(Fig. 11).
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Figure 10: Average horizontal stroke width indicated in
vertical run length histogram.
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Figure 11: Average vertical stroke width indicated in
horizontal run length histogram.

Samples of thinned and thickened text are plotted
versus pixel and hole density in Fig. 13. The symbol N
indicates a sample of undegraded 12 pt Helvetica text.
Normal looking text clusters near N. Thickened text
displays higher pixel density and lower hole density due
to the gradual filling of holes. Thinned text exhibit
lower pixel density and low hole density due to
character breakage. Slightly thinned characters can
have low pixel density with high hole density if
character breakage does not occur. Based on these
observations, a partitioning of the pixel vs. hole density
space was determined in order to classify severely
thinned and thickened text samples. Samples falling in
the lower left are considered to be severely thinned,
whereas samples falling in the lower right are likely to
be severely thickened. Additional stroke information
was used in conjunction with pixel and hole density to
further determine normal looking text and moderately
thinned or thickened text. These classifications guide
the selection of the text normalization process.

0.1 0.2 0.3 0.4 05 0.6 0.7 0.8 O.ll
Pice' DensitY

To detect fringe effects in thickened text, a separate
measurement based on the run length histograms is
used. Fringes are typically one pixel wide and show up
in the first bin of the run length histogram. Fringes can
be detected by measuring the ratio of the first bin to the
bin corresponding to the stroke width. Fringes in
thinned text show up as white fringes on the edges of
characters. By using reverse contrast, a similar fringe
measurement carl be made.

A coarse assessment of whether text has been
thickened or thinned can be inferred from the density of
black pixels and holes within each line of text. Text
line heights and locations are determined by
thresholding the horizontal histogram, which is
computed by summing up the pixels in each row.
Using the location of text lines we compute the density
of pixels and holes. Holes are determined by detecting
regions within characters that are not connected to the
background as shown in Fig. 12.
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Figure 12: Example text (top) and corresponding
character holes
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Figure 13: Coarse text characterization samples plotted
versus hole and pixel density

3.3 Text Normalization
In this section we discuss the ensemble of text
normalization algorithms that we use to modify text
characteristics. Algorithms include character bridging,
separation, defringing, thinning and thickening.

Text normalization is accomplished for each of the
five classes of text characterization decisions. The
enhancement steps for each of these regimes is shown
in Table 1. Although the component enhancement steps
for the severely degraded cases are the same as for the
moderately degraded cases, the degree of filtering
(bridging, defringing, etc.) are different and determined
by the text characterizations.



Table 1: Enhancement steps for each characterizationof
text.

Text characterization Enhancement steps

severely thinned • bridging

moderatelythinned • defringing(white)

• sttrokenormalization

nonna! • none

moderatelythickened • characterseparation

severelythickened • defringing

• stroke normalization

All of the enhancement filters are based in principle
on morphological filters [4]. Character bridging is
based on morphological closing filters. The extent of
the bridge is governed by whether the text is determined
to be severely or moderately thinned. Character
separation is achieved by hit-or-miss filters designed to
detect narrow character joins near the midheight line of
the text. Currently this operation is fairly conservative
and could be improved using any number of character
separation algorithms [5]. Defringing is based on hit
or-miss filters where the filter kernels are matched to
the expected fringe elements (white fringes correspond
to the thinned case). The defringing filter is similar to
the optimal FAX restoration filters [6].

Stroke width normalization is performed last. The ...
computed line height is used to estimate a nominal
vertical and horizontal stroke width. Morphological
erosions or dilations are performed to decrease or
increase the stroke widths to achieve the desired
nominal measurements.

Examples of automatically processed text are shown
in Figs. 14 and 15. As seen in these examples, all of the
text exhibit similar stroke widths and fewer character
defects than in the original degraded examples.

who could
who could

Figure 14: Normalized Times Roman text.
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who could
who could
who could
who could

Figure 15:Normalized Helvetica text.

4 OCR Experiment Results
A Calerra OCR engine running on a SUN SPARCTM
workstation was used to evaluate the effectiveness of
our image enhancement approach. Sample 10 and 12 pt
Times Roman and Helvetica text passages were
prepared and the DISTORT software was used to
generate a wide range of distorted samples for
evaluation. The word error scores were recorded for the
distorted and the enhanced samples and are plotted in
Figs. 16-20.

To facilitate understanding of the regimes in which
enhancement is effective, we plotted the scores
according to the four categories determined by the text
characterization procedure. From Figs. 16 and 17, one
can see that the normalization for moderately and
severely thinned text has a significant impact on error
performance. On average, we achieved a 37%
reduction in word errors over all thinned text samples.
Some samples that did not seem to improve contained
10 pt characters, which may have been distorted beyond
recognition.

Thickened text, on the other hand, did not fare as
well. There was no measurable reduction in word
errors for either the slightly thickened or severely
thickened category. Improvements can be made in
refining our algorithms for separating joined characters
as well as for thinning thickened characters [7].

Despeckling also tended to improve OCR
performance. Modest amounts of speckle rapidly
degrade OCR performance. As seen in Fig. 20,
significant word error reduction is achieved when
despeckling is applied to 12 pt text. The lack of
improvement for 10 pt text can be explained.
Digitization of 10 pt characters often results in broken
characters, whose small segments resemble large sized
speckle. The current algorithm is too generous when it
sets its size threshold and that is currently under review.
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Figure 16: Comparison of OCR performance for
moderately thickened text

Figure 18: Comparison of OCR performance for
severely thickened text.
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Figure 17: Comparison of OCR performance for
moderately thinned text.

Figure 19: Comparison of OCR performance for
severely thinned text

An additional explanation of why the enhanced
thickend text has more errors can be due to the fact that
Times Roman font has tapered character segments.
What we classify as moderately thickened is actually
thinned in one dimension and thickened in the other.
For example, the cluster of 10 pt Times Roman
examples in the top center of Fig. 16 have horizontal
character segments are thin and broken, but the vertical
strokes are thickened. In the present restoration
scheme, no bridging of character breaks is performed
since these examples have been characterized as
moderately thickened.

This suggests a characterization scheme that factors
in the two dimensions separately and a restoration
scheme which is different in the way it handles vertical
and horizontal strokes.
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Figure 20: Comparison of OCR performance for
speckled text.

5 Summary and Future Work
A versatile set of tools for measuring and modifying
text characteristics has been described and
implemented. An overall system has been assembled
to automatically enhance degraded documents of
varying fonts and defect level. Experiments with
commercial OCR software indicate significant
performance improvements possible for documents
with speckles or thinned text when they are
automatically enhanced. The results for thickened text
currently show no improvement, but with additional
refinement in the way we handle the horizontal and
vertical dimensions separately that we should see
improvement in future. We also plan to implement
additional published character breaking and thinning
algorithms.

Future work in this research is aimed at determining
the ability of this enhancement approach to adapt to
different portions of a non uniformly degraded
document. We will determine a minimum size for a
text block in order to generate a statistically significant
character measurement. We will also examine the
ability of this technique on a non Roman alphabet.
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1 Introduction

The Information Science Research Institute (ISRI)
at UNLV was formed in 1990 to conduct applied re
search and testing programs focused on OCR and
Information Retrieval. The OCRWM program of
the Il.S, Department of Energy had, and still has,
need for improved technology to convert large quan
tities of machine-printed documents for use in text
retrieval databases.

In 1989, the state-of-the-art of technologies for
converting machine-printed documents, and espe
cially scientific and technical documents, was not
well understood. The overall recognition accuracy
that could be expected of existing devices was un
known. The relationship between marked characters
in the output and the best accuracy achievable after
manual correction was unknown. The comparative
accuracy of the automatic zoning ability of exist
ing devices was unknown. Although trade journals
frequently published articles showing the results of
comparative tests, they seldom used more than 20
or 30 pages of test data.

At the same time, the relationship between OCR
accuracy and retrieval effectiveness was unknown.
No experimental data, for any size database, were
available to indicate how precision and recall were
affected by OCR accuracy. No data were available
concerning how different retrieval models were af
fected by OCR accuracy. Finally, no OCR systems
were available that made use of "global" knowledge
from documents (and collections of documents) as
an aid to error correction.

ISRI has established programs that have shed
light on all of these topics. Our programs are:

1. an annual OCR technology assessment test pro
gram,

2. a program of applied research in document anal
ysis, and

3. a program of applied research in information
retrieval.

There is much interaction between these pro
grams. In this presentation, we give an overview
of some of our achievements as well as an indication
of current activities.

2 Test Program

Each year, ISRI conducts an in-depth test of the
accuracy of existing OCR technologies. The test is
both free and voluntary, and most commercial OCR
vendors, and several prototype developers, have par
ticipated. Each year, we attempt to test more de
vices using more data and more measures of perfor
mance [12-14, 11]. We believe our tests have con
tributed greatly to the general understanding of the
state-of-the-art.

As part of this program, we have concentrated on
developing new measures of OCR performance and
on preparing new test data. We are modifying our
testing environment to work with wide characters
(i.e., using Unicode) and are now beginning to test
foreign language OCR systems. We also conduct
studies of OCR problems via careful examination of
the errors detected by our tests.

2.1 Metric Development
One of the most important abilities of an OCR
system is the ability to automatically zone pages.
By zoning, we mean finding the text blocks on a
page and determining the correct reading order. Al
though all page-reading OCR systems accept zone
coordinates for each text block on a page, manual
determination of such coordinates is expensive and
time-consuming. For this reason, most systems will
attempt to provide proper zone coordinates for each
page automatically.

This ability can be especially valuable when some
pages to be processed contain single column text
and some contain multiple column (newspaper style)
text. For multi-column text, it is important to prop
erly decolumnize text paragraphs in the output (see
Figure 1).
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Text-Line-2Text-Line-4

(b) Generated Text

Text-Line-l
Text-Line-2
Text-Line-3
Text-Line-4

(c) Correct Text

Figure 1: Zoning Error

For scientific documents that also contain much
tabular information, it is important that tables re
tain their structure. Thus, a metric that measures
a system's ability to properly decolumnize multi
column text while not decolumnizing tabular infor
mation is needed.

To measure how well different devices perform this
task, we developed a metric we call the "Cost of
Automatic Zoning" [5]. Appendix A shows a series
of graphs taken from our 1995 test that illustrate
very clearly which devices most accurately recognize
multi-column text and tabular information at the
same time [11].

We have also developed measures called "non
stopword accuracy," "marked character efficiency,"
"accuracy by character class," and others. It is our
general opinion that many more image analysis met
ries are needed.

2.2 Ground-Truth Data Preparation

In order to conduct a test program that expands
each year, we have undertaken the task of preparing
test data. We have established a laboratory to select,
scan, zone, enter, and archive test data. Page 1 of
Appendix B shows the steps we employ in preparing
"Truth" data for testing. Page 2 shows the current
status of our English language databases and page
3 the status of several foreign language databases.

We are also preparing test data for other research
centers. Beginning this Fall, in a cooperative project
with the OFKI in Kaiserslautern, we are preparing
a database of German- language documents.

2.3 Foreign Language Testing
As part of a project for the 000, we have created
a version of our experimental environment that is
capable of testing OCR devices in any foreign lan
guage. Appendix C is a page from our 1994 annual
report that shows the image of a paragraph of Chi
nese text, the Ground- Truth Chinese characters, the
OCR-generated characters for this paragraph, and a
listing showing the position of each OCR error and
the character substitution made [7].

We are currently extending our set of software

tools to support Unicode and we are learning to pre
pare Unicode Ground-Truth files in our data prepa
ration laboratory.

In addition to a test of Chinese devices last year
and a test of Spanish language devices this year, we
are working on a test of Japanese and German for
next year.

2.4 Problem Characterization

We think that one of the most important contri
butions we can make is in problem characterization
via careful examination of the errors detected by our
tests. Page 1 of Appendix 0 shows a tabulation of
the causes (determined by humanjudgment) of OCR
errors in a test performed in 1991 [9].

In this test, we studied the 3,596 character errors
produced by an ISRI-designed "voting" algorithm
on a test sample of 132 page images. The algorithm
produced about 50% fewer errors than the best de
vice that participated in the vote. It was essentially
used as a filter to separate the hardest images to
recognize. Although the results are based on human
judgments, the proportion of broken and touching
characters on the images of these errors was strik
ing.

In a cooperative project with George Nagy of RPI,
we are currently studying a new collection of "dif
ficult images" extracted from the data used in our
1995 tests. In these studies, we are attempting to
provide a taxonomy of image problems and to un
derstand the kinds of information that humans use
to solve difficult recognition problems. Page 2 of Ap
pendix 0 shows examples of image snippets taken
from our 1995 annual report [11].

3 Document Image Analysis

A case study showed that rekeying documents is usu
ally more cost effective than editing OCR output
unless a minimum OCR accuracy of 95 to 98% is
achieved [3]. Moreover, 67% of the total conversion
cost is spent on correcting OCR errors. To reduce
conversion costs by improving OCR accuracy, we are
currently focusing on the following problems:
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• Determination of the quality of document im
ages that affects OCR errors.

• Adaptive document image processing tech
niques for improving the quality of document
images.

• Characterization of (image) preprocessing tech
niques.

Since a large number of document images are
archived in an information retrieval system, we are
also investigating methods to reduce the size of docu
ment images without affecting their readability and
OCR systems' ability to recognize them. We are
mainly focusing on the trade-off between sampling
and quantization in digitizing document images.

3.1 Page Quality Measure
Image degradation, such as touching and broken
characters, seems to be the most important source of
OCR problems [9, 2]. The studies suggest that the
performance of an OCR system could be predicted
by measuring page image quality.

A performance prediction module will be a key
component in an efficient document conversion sys
tem as shown in Figure 2. It will be used to assign
incoming documents into one of the following three
classes: good quality documents for OCR, mediocre
quality documents for image restoration, and poor
quality documents for manual rekeying. (An adap
tive image restoration technique will be described in
the next section.

Document
Image

TextFile

Figure 2: Document conversion with a page quality
module

In our feasibility study, the following assumptions
were made to limit the scope of the research.

• Page are printed in black and white (no color).

• Page Images have been segmented, and text re
gions have been correctly identified. The image
based prediction system extracts information
from text regions only.

A small set of sample pages with low character
accuracy was carefully inspected, and the following
observations were made.

• Observation 1: Pages with characters whose
strokes are thick tend .to have many touching
characters. Another by-product of these char
acters is that the loops in letters like a and e
often get filled up completely or present only a
minimal white portion in the center as shown in
Figure 3. Thus, a measure that could capture
the existence of these "minimally open" loops
would detect problems related to touching char
acters.

were
Figure 3: Distorted and Restored Images

• Observation 2: Broken characters are usu
ally fragmented into small pieces, and charac
ter fragments could have almost any shape as
shown in Figure 4. A measure that could weight
the existence of these character fragments would
detect problems related to broken characters.

Gree'."es i~to

The 27t~ or t

~·1R.

Figure 4: Broken characters

• Observation 3: Pages with "inverse video"
(white letters on black background) or artistic
typesetting tend to produce more OCR errors.

Based on these observations, three simple heuristic
rules were developed to classify a page image as ei
ther g90d or poor. We did not attempt to identify
mediocre pages in this study. The training data uti
lized included 12 clean pages and 12 degraded pages.
These pages were extracted from the DOE data sets.
For 21 pages, the median accuracy was computed
from the output of eight OCR systems [12]. For
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the remaining 3 pages, median accuracy was com
puted from the output of six newer systems [14].
Since the highest character accuracy obtained from
the degraded pages was 88.76%, good corresponds
to an expected accuracy above 90%. On the other
hand, poor corresponds to an expected accuracy be
low 90%.

To detect minimally open loops (Observation 1),
a White Speckle Factor (WSF) was defined. A white
speckle is any 8-connected white component whose
size is less than or equal to 3 pixels in height and
width. It is defined as:

Broken Char Zone in Relation
to other character zones

1'. rOD·O t '000
• O ..".Ild"r/d.......d.r rOD.

o t'. zone

.....................

Width

i'. bodie.o
zone

Height

WSF = #whiteboundingrectangles < 3by3
#whiteboundingrectangles

This metric weighs the amount of white-speckle
present. It is expected that image quality goes down
as this ratio goes up. Because of the small sam
ple training data, the threshold value for identifying
poor quality pages was manually determined to be
0.1. Thus, the first rule is as follows:

Rule 1: if WSF ~ 0.1 then poor Figure 5: Broken character zone and other character
zones

Figure 6: Definition of Broken Character Zone

Di'7-;}
-----------------------,.. Reference

.............. Point

To measure the amount of broken characters in
a given page (Observation 2), a Broken Charac
ter Factor was .defined. In general, the sizes and
shapes of character fragments vary widely. Thus,
their bounding rectangles will have many different
widths and heights. When a frequency distribution
of the bounding rectangles is plotted as a 3-D his
togram, such as Figure 5 the bounding rectangles of
character fragments appear near the origin. Thus,
this region was defined as the broken character zone
as shown in Figure 6.

It is important to note that the broken character
zone is designed to collect all small black connected
components. These small components are mostly
charter fragments but can also be "dots", such as
the dot of "i" and a period, and other small legal
characters in small type sizes. Since these dots will
fall inside of the broken character zone, a density
based measurement is sensitive to the distribution
of characters in the page. Therefore, the Broken
Character Factor (BCF) uses area coverage rather
than density to make a decision.

To measure the degree of coveringof this zone, it is
divided into square cells, at a rate of one per square
pixel. The bounding rectangles of black connected
components are allocated to these cells according to
their width and height. After these cells are filled
by the connected components, the Broken Character
Factor is computed as:

Height

RefY

75\

60\

15\

15\ 60\ 75\ RefX Widlh

BCF = #ofce//soccupied
#ofce//s
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To eliminate the effects of font sizes, the average
height and the average width of bounding rectangles
are used as a reference point, and the shape of the
broken character zone is defined as shown in Fig
ure 6. From observations on the training data, an
area coverage of 70% or more is a very strong indi
cator of the presence of many broken characters in
the page. Thus, the second rule is defined as

Rule 2: if BCF > 0.7 then poor

The third rule that uses the number of white con
nected components and their sizes as features was
also defined to detect inverse video regions (Observa
tion 3). In an inverse video region, white connected
components correspond to characters. If either the
average height or the average width of white con
nected components exceeds 30 pixels (approximately
7 points), they are highly likely to be characters.
Moreover, the number of black connected compo
nents in the region should be small because of the
background. Thus, the ratio of the number of black
connected components to the number of white con
nected components also provides useful information.
The third rule is defined as:

Rule 3: ifmax(Avg. White Width,
.Avg. White Height) > 30 pixels

and
#bllJckconnectedcomponenh < 1 5
#whifeconnectedcomponenh .
then poor

This prediction algorithm classifies a given page as
poor if at least one of these three rules is activated.

Two sets of test data were utilized. The first set is
a subset ofSample-2 data base [14]. It consists of 460
pages that were selected at random from a collection
of approximately 2,500 scientific and technical doc
uments (approximately 100,000 pages). Each page
was digitized at 300 dpi using a Fujitsu M3096M+
scanner to produce a binary image. Since 21 pages in
this data set were used to train the image-based pre
diction system, the remaining 439 pages were used
to test it.

The second set consists of 200 pages selected from
100 magazines that had the largest paid circulation
in the U.S. in 1992 as reported by Advertising Age
magazine [1]. For each magazine, two pages were
selected at random. Each page was digitized at 300
dpi using a Fujitsu M3096G scanner. The binary
images were generated using a fixed threshold of 127
out of 255 by this gray scale scanner.

The performance of this prediction system was
measured using the median character accuracy of six
systems obtained in the Third Annual Test of OCR
Accuracy [14].

Each character insertion, deletion, or substitu
tion needed to correct the OCR generated text was
counted as an error. Each reject character was also
counted as a substitution error in this calculation.
Character accuracy is defined as:

n - #errors
Characteraccuracy = ----'-'---

n

where n is the total number of characters in the
ground truth data.

Table 1 shows the confusion matrix for Sample-2
data set. The classifier misclassified 15 poor quality
pages as good and 53 good quality pages as poor.
Thus, its error rate was 15%.

The 15 "poor - gool' misclassifications were care
fully examined. The page images did not present
substantial degradation. All but four of these prob
lematic pages contained numerical tables in them.
The OCR output for many of these tables were il
legible and generally useless. Yet, from an image
defects point of view, it could find no evidence jus
tifying a poor label.

Table 2 shows the confusion matrix generated
from 200 pages obtained from magazines. The er
ror rate was 13.5%, but the system did not make
any "poor - gool' misclassifications. These results
suggest that it is feasible to develop a system for
predicting the character accuracy of a given page by
a given OCR system.

True ID Recognized
Good Poor

Good 159 53
Poor 15 22

Table 1: Confusion matrix for Sample 2 (439 pages)

True ID Recognized
Good Poor

Good 159 27
Poor 0 14

Table 2: Confusion matrix for Magazines
(200 pages)

We are currently improving the classifier by ex
perimenting with new features and non-parametric
pattern recognition techniques.
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Figure 7: Adaptive system used to model inverse
distortions

3.2 Adaptive Document Image
Restoration

Although the literature has identified and classified
many of the common distortions that cause OCR er
rors, mathematical models of these distortions have
not been well developed. If an OCR system cold
identify the distortions degrading the text image and
the corresponding distortion model is available, an
inverse distortion filter could be designed to restore
the text image. The OCR system should then be
able to recognize the restored text images more ac
curately. Because of the myriad of possible inverse
distortion models that would be required to imple
ment such a system, we proposed to restore distorted
character images causing OCR errors byadaptively
generating an inverse distortion model [16J.

Figure 7 shows a closed loop adaptive system that
can be used to restore distorted images. The image,
d(nl' n2), corresponds to the distorted characters
that the OCR system can correctly recognize, and
the image, p(n}, n2), is the output of the adaptive
restoration filter. The restoration filter implements
a two dimensional transformation that approximates
the inverse model of the distortion. The image,
t(nl' n2), called the training image, is an ideal undis
torted version of the image, d(nl, n2)' In general, the
ideal undistorted character images are not available.
However, if the OCR system can output character
labels, confidence values and font features, the ideal
undistorted images of correctly recognized charac
ters can be synthesized as shown in Figure 8. It is
also possible to adaptively generate the undistorted
characters from characters in the image using the
algebraic operations.

To train the restoration filter, the error signal,
e(nl' n2), which is the difference between the train
ing signal, t( nl, n2), and the output of the adap
tive filter, p(nl' n2), is generated. The adaptive al
gorithm uses a measure of this error signal to ad
just the structure of the restoration filter, so that it
approximates the inverse of the distortion in some
optimal sense. When the adaptive algorithm has
sufficiently minimized the measure of the error sig
nal, the processed image, p(n}, n2), should approxi-

Distorted Image------,

Restored Image

Figure 8: Practical adaptive document image
restoration system

mate the training image, t(nl' n2). If the distortion
affecting the unrecognized characters is similar to
the distortion affecting the characters in the image,
d(nl' n2), then the adaptive filter should be able to
restore the unrecognized distorted character images.
Thus, the OCR accuracy of the page should improve.

To approximate the inverse distortion model ef
fectively, a variety of architectures is examined. The
adaptive linear combiner and the adaptive recursive
filter were determined to be inadequate for this ap
plication. On the other hand, a feedforward neural
network with two layers of neurons was able to model
distortion that caused either touching characters or
broken characters.

Several distorted documents were restored by this
method. Examples of distorted images and restored
images shown in Figures 9. Experimental results
suggest that this technique can improve OCR accu
racies of 70-80% up to 95-98%.

3.3 Characterization of Image
Processing Algorithms

The objectives of this research are to develop meth
ods for characterizing image processing algorithms
used by document image analysis systems and ap
propriate test data sets. We are currently focusing
on binarization algorithms and skew estimation al
gorithms.

The goal directed approach proposed by Trier and
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Figure 9: Filled loops

Jain [24] is used to study binarization algorithms.
The performance of an algorithm is evaluated based
on character accuracies obtained from resulting bi
nary images.

In a study, four contemporary OCR systems
and 50 monochromatic hard copy pages contain
ing 91,649 characters were used to study histogram
based binarization algorithms [4]. These pages were
digitized at 300 dpi and 8 bits/pixel, and 36 differ
ent threshold values (ranging 59 to 199 in increments
of 4) were used. The resulting 1,800 binary images
were processed by all four OCR systems. all systems
made approximately 40% more errors from images
generated by Otsu's method [10] than those of the
ideal histogram method. Two of the systems made
approximately the same number of errors from im
ages generated by the best fixed threshold value and
Otsu's method.

The performance of a skew detection algorithms is
determined by comparing its output with the corre
sponding manually prepared ground truth data. We
are investigating conditions (features) that affect the
performance of several skew detection algorithms.

Text

Figure 10: Practical adaptive document image
restoration system

tion are usually lost during the scanning process. In
other words, gray-scale images provide better view
ing experience. .

The remaining question is that effects of low res
olution gray-scale images on OCR accuracy. Since
contemporary OCR systems process 300-400 dpi bi
nary images, we are investigating the performance of
OCR system on binary images generated from gray
scale images using a combination of upsampling and
binarization techniques shown in Figure 10 [6].

A page image containing 1090characters were pro
cessed by the method. The results shown in Table 3
suggest that we can generate a high quality binary
image for OCR from a 100 dpi gray-scale image

We are currently investigating the optimal combi
nation of sampling and quantization to reduce im
ages sizes with the minimum loss in character accu
racy.

3.4 Trade-Off Between Sampling
and Quantization

Lee et. al. showed that the theoretical trade-off
between sampling and quantization in signal pro
cessing [8]. They also suggested the goal-directed
analysis of the trade-off. We are following their sug
gestion to find the optimal combination of sampling
and quantization for document image analysis sys
tems.

In addition to reducing the size of data, storing
documents as gray-scale images avoids the following
problems. Currently, most documents are stored as
200-600 dpi binary images. To display such images
on a high resolution monitor, they must be reduced
to 75-100 dpi, and reduced documents are usually
difficult read. Moreover, photos and color informa-

DPI 75 100 150 300
Samples 8 8 8 1
Accuracy 84.77% 98.99% 99.82% 99.91%

Table 3: Character Accuracy

4 Post Processing/Information
Retrieval

Until quite recently, the effect of OCR errors on re
trieval was unknown. Most projects for the con
version of hard copy documents to electronic form,
either included a tedious manual correction step or
left the errors and used the raw OCR text for re
trieval purposes. To demonstrate what effect these
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errors might have, we, at ISRI, have conducted sev
eral experiments [22,20,21,18] with a collection of
LSS documents that showed average precision and
recall were not affected by OCR errors. Precision
and recall are standard measures used to determine
the effectiveness of a retrieval system. Comparisons
were made between the 99.8% correct versions of
documents and the raw OCR text of the same set.
To help support our claims, we ran an analogous ex
periment in conjunction with the University of Mas
sachusetts at Amherst [18]. Unfortunately, averages
don't always reveal what may occur for individual
queries given to a system; our experimentation also
concluded that if documents are highly degraded by
the OCR process, they may not be returned by the
IR system given any query.

Observations made during our experimentation
led to the design of a prototype post-processing sys
tem (PPS) that improves the usability of OCR text
by correcting OCR errors. After running the raw
OCR text through the PPS, we found that precision
and recall improved and additionally, we were able
to increase the retrievability of some of the highly
degraded documents.

The knowledge we have gained from the experi
ments we have conducted on the interaction between
OCR and IR has led us to design the following s.ys
tems:

1. PPS, improve the quality ofthe text output by
the OCR device.

2. Autotag, to automatically tag logical entities
within the documents' text.

3. IR system, to exploit the information provided
by the previous systems and in turn, increase
the effectiveness of retrieval of OCR-generated
text.

Each of these systems are at various stages; the
PPS is the most complete, a prototype of Autotag
has been built but requires more research, evalua
tion, and design implementation before its comple
tion is realized, and the IR system is only in the de
sign stages. In the following subsections, we briefly
describe some of the ideas we have implemented.

4.1 PPS and Autotag
The Post-Processing System is built on the philoso
phy that for every misspelling in the document, there
are other occurrences of the same word correctly rec
ognized by the OCR device. These correctly recog
nized occurrences can be used to correct the mis
recognized forms. The PPS divides the words of a
document into two lists: the misspellings list and
the correctly spelled words list. Two routines in the
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misspelling correction routine
facilities facilities clustering
Subiect Subject clustering
sguare square clustering

Ce-wernment Government phrasing
Ceo.lo-vic Geologic phrasing

Table 4: Corrections made by the post-processing
system.

misspelling correction
Di ametral Diametral
Col umbus Columbus
Materi al Material

Washi ngton Washington
Davis Davis

Pi tman Pitman

Table 5: Misspellings corrected by the post
processing system.

PPS system, Phrasing and Clustering, attempt to
correct words in the misspelling list.

Phrasing: For each misspelling, this routine tries
to identify a phrase that might contain a correct
form of the the misspelling. If such a phrase is
found, the correction is made.

Clustering: For each misspelling, the system uses
approximation matching to identify words from
the correctly recognized list that may be cor
rections for the misspelling. If a single word
can be selected that is sufficiently close to the
misspelling, then the replacement is made.

Table 4 contains a list of misspellings and their
corrections made by these two routines. From this
table, we observe that the OCR device confused i
with j in the second row of the table. As the PPS
makes corrections, it also keeps track of the nature of
these errors. This information can be used for learn
ing routines that adapt themselves to the nature of
the errors in a particular document.

Table 5 shows another list of misspellings cor
rected by PPS. The learning routine will observe
that the OCR device breaks the word after the
character i. This information can then be used
to make another attempt at correcting other mis
spellings with the same characteristic.

In many of the PPS routines, we are unable to de
termine the correct replacement for the misspelling.
In this case, we keep "candidate" corrections or pos
sibilities for the misspelling. These can be used by
the retrieval component of our information system
to improve document recall.



Although an OCR system may produce mis
spellings, it can also provide useful information that
can enhance the text it generates. This concept is
the basis for our Autotag system. Autotag employs
meta data provided by an OCR device, such as spac
ing, word location, typeface and other font informa
tion, to determine a document's logical structure.
For example, Autotag can locate the author and ti
tle of a document ifit exists. Other logical structures
(like sentences, paragraphs and sections) that may
be meaningful at retrieval time are also tagged.

The readers are referred to [17], [19] and [23] for
more information on PPS and Autotag.

4.2 Retrieval System

The retrieval component of our information system
will take advantage of both a Boolean and vector
based query language interface. With OCR text
comes some uncertainty about the occurrences of
terms since there may be misspellings. To incor
porate this uncertainty into our system, we plan
to give weights to "possibilities", where possibili
ties are candidate corrections for the misspellings
generated by routines in PPS. For example, the
misspelling "mountain" may have "fountain" and
"mountain" as possibilities. Based on the informa
tion available inthe learning routine of PPS, we cal
culate the probabilities P(mountain I rnountain)
and P(fountain I rnountain). These probabilities
represent the certainty of the misspelling being ei
ther mountain or fountain.

The standard Boolean operators such as and will
be extended to reflect these probabilities. For in
stance, a search for documents containing terms A
and B, will identify documents which have the cor
rect forms of both A and B or documents containing
A and B as possibilities for some misspellings. The
combined probability of A and B will determine the
relevance of a returned document to a query.

This notion of probability is naturally extended
to a ranked retrieval system with vector-based query
languages based on the vector space or Bayesian re
trieval models[15].

The retrieval engine will use a mapping generated
by Autotag to relate the ASCII text and correspond
ing images. This mapping will provide detailed in
formation on the geometry of words, sentences, para
graphs, titles, authors, and other document entities.
By utilizing this geometry information, the system
will display images with searched entities highlighted
on the image. Hence, a user will view the actual im
age with all its artwork and graphics and still have
all the capabilities which come with searchable text.
Figure 11 shows the display of our planned IR sys
tem.
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Figure 11: IR system's user interface displaying original document image
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Appendix A: Cost of Automatic Zoning
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Appendix B: Preparation of Ground-Truth Data

1. Acquire document sample
Choose document class
Identify source for documents
Choose selection strategy and method of acquisition
Obtain documents

2. Select page sample
Choose page (or partial page) sampling strategy
Sample and prepare pages
Choose zone types

3. Train data entry personnel
Select & acquire tools
Train data entry staff

4. Scan pages Determine scanning variables (i.e. threshold & page placement)
Scan all pages (usually at 200, 300,400, binary & 300 greyscale)
Verify images
Quality control

5. Archive document & page collections

6. Manually zone images

7. Prepare Truth text
Prepare multiple manual entries
Prepare text from ISRI voting algorithm
Resolve multiple manual entry & voting differences

8. Archive images,
zone information,
all manual & voting truth input, &
ground-truth text
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ISRI English Ground-Truth Databases
(As of 6/30/95)

Document Page T.S. Scan Arch. Zone Prepare ~rch
Sample Sample Pages Images Truth

Name # % # % # % # % # %
Defined Docs. Com Defined Pages Com Com. lmqs Reso!. Com Zones Com Character Com

DOE 3b
Sample1 Yes 250 100 Yes 240 100 Yes 132 100 Yes 242 100 278,786 100 Yes
DOE-Sample1 Synthe- 242 Synthe 242 278,786
Synthesized Same 250 100 sized 132 100 Yes (x 9) 100 Yes (x 9) 100 (x 9) 100 Yes

At 3b
DOE-Sample1 Syn- 132 242 3b 242 278,786
SvnPrintedScand Same 250 100 Printed (x 9) 100 Yes (x 9) 100 Yes (x 9) 100 (x 9) 100 Yes
DOE 3b
Sample2 Yes 2500 100 Yes 460 100 Yes 460 100 Yes 1313 100 817,946 100 Yes
DOE 2,3,4b
Sample3 Yes 2500 100 Yes 800 100 Yes 800 3gs 100 Yes 2431 100 1,463,51 100 Yes

2
Magazine 2,3,4b
Sarnolet Yes 100 100 Yes 200 100 Yes 200 3gs 100 Yes 1414 100 666,134 100 Yes
US-Newspaper 2,3,4b
samoiet Yes 50 100 Yes 200 100 Yes 200 3gs 100 Yes 758 100 492,080 100 Yes
BusinessLetter 2,3,4b
Sarnolet Pages 200 100 Yes 200 100 Yes 200 3gs 100 Yes 1508 100 319,756 100 Yes
DOJ-Microfilm Film 2b
Samolet Images 2000 100 Yes 200 100 Yes 200 100 Yes 704 100 471,755 100 Yes
FAX1 Fine&
BusinessLetters Same 200 100 Yes 200 100 Yes 200 Stand. 100 Yes 1357 100 319,756 100 Yes
Industry 2,3,4b
Annual Reports Yes 75 100 Yes 300 100 Yes 300 3gs 100 No 1703 100 30 No
Magazine 2,3,4
Sample2 Yes 75 100 Yes 60 20 Yes 60 b 20 No 163 20 10 No

3as
96 Mystery
Sample Yes
Commerce
Business Daily Yes
Supreme 2,3,4
Court Slips Yes 10 100 Yes 100 100 Yes 100 b 100 No 219 100 186710 33 No

3gs
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ISRI Foreign Language Ground-Truth Databases
(As of 6/30/95)

Document Page T.S. Scan Arch. Zone Prepare Arc
Sample Sample Pages Images Truth h.

Name # % # % # % # % # %
Defined Docs. Com Defined PaQes Com Com. lmos Reso!. Com Zones Com Character Com

Chinese-test N,M, 3b
Sample Yes B,GA 100 Yes 57 100 No 57 3QS 100 .,. 57 100 48,378 100
Japanese-test 2,3,4b
Sample Yes 27 100 Yes 73 100 No 4 3QS 5 .,. 29 ... 4,400 ...
Span-Newspaper 2,3,4b
Sample1 Yes 36 100 Yes 144 100 Yes 144 30s 100 Yes 569 100 348,091 100 Yes
China-Newspaper 3b
Sample1 Yes 19 100 Yes 95 100 Yes 95 30s 100 No 614 100 81,080 100
Japan-Newspaper
Samole1.Verticle Yes 30 100 Yes 60 100 Yes 0 No 30
Japan-Newspaper Yes
Samole1.Horizon (same) 30 100 Yes 57 100 Yes 0 No 0
Cyrillic-Newspaper
Sample1 No ... ... No ... ... ...
Farsi-Newspaper
Sample1 Yes 45 100 No ... ... ...
GermanBusLetter
Sample1 No 140 75 No 150 75 ...



Appendix C: Chinese OCR Errors Identified

~'-:J fjJ 8·~/N!"ltj(JJ!iti·m~ ••o: ~
~.'!f)tE: -ftMm_*iliffili •.~ B9 ~
~; =.~*.~~~..g~e~~~
.lift~Jk1- Jt.~il 0

Figure 2: Digitized Paragraph

~~§a~~~~~@~§~~.o~

~.~H:-"lli$*fi~~~~~~
.;=.H*_~~m~~~~*J~~
11~~~JtEff~it 0

Figure 3: Correct Text

~~§a~~~~~@~§~q.o~

~.~H:-"lli$*fim~.~~~
.:=.H*~~~m~~~~*J~~
11~~~JtEff~mo

Figure 4: OCR-Generated Text

~~§a~~~~~@~§~{l}.o ~

~.~e:-"lli$*fi~~.~~~
.{2}=.H*{3}~~mit~~~*J ~~
11~~~JtEff~m 0

Correct Ocr Output
{l} {~} {iJ}
{2} {;} {: }
{3} {_} {~}

Figure 5: OCR Errors Identified
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Appendix D: Characterization of OCR/Image Problems

Problem Category Number of Errors Fraction of Total Errors
Broken characters 1872 52.1

Touching characters 734 20.4
Noise / speckle 122 3.4

Skew (or curved baseline) 49 1.4

Broken & touching 186 5.2
Broken & noise 9 0.3
Broken & skew 33 0.9

Touching & noise 2 0.1
Touching & skew 10 0.3

Total 3017 83.9

Similar symbols (1,1 0,0) 207 5.8
Wrong case 12 0.3

Stylized characters 46 1.3
Introduced spaces 79 2.2

Dropped spaces 39 1.1
Unknown cause 196 5.5

Total 579 16.1

Grand Total 3596 100

Table 1: Distribution of Estimated ASCII-OCR Problems .

Problem Category Number of Occurrences

Subscripts 157
Superscripts 127

Total sub & superscripts 284

Greek letters 69
Degree symbol 27

Bullet 20
Times symbol 17

Long hyphen/dash 13
Other (21 different problems) 64

Total Non-ASCII 210

Table 2: Number of Occurrences of Subscripts and Non-ASCII Characters

185



186



DPI-Declassification Productivity Initiative

Thomas Curtis
Department of Energy

NN-523
19901 Germantown Road
Germantown, MD 20874

Abstract
The Department of Energy (DOE) Office of Declassification (OD) is responsible for executing the Depart

ment's technical and policy responsibilities related to the identification of technology and other information
that may affect national security. The office carries out a multi-faceted international and domestic program to
identify classified and unclassified but sensitive information, technology, and activities which may contribute
to the proliferation of nuclear weapons by other countries or subnational groups and applies appropriate lim
itations as may be prescribed by treaties, laws, Executive orders, DOE orders, and administrative practices.
The promulgation of general policy guidance and specific guides for classification and declassification are a
major responsibility of OD.

DOE is faced with an huge inventory of classified documents. So far, at least 130 million pages have been
identified as historically significant. Motivated by the end of the cold war and a new spirit of openness,
the Department seeks to release the unclassified portion of this information to the American public. By the
direction of the Congress, OD has embarked on the Declassification Productivity Initiative (DPI) a concerted
effort to use technology to improve declassification productivity.

To accomplish this OD has identified goals to increase production volume, reduce backlogs, and speed declas
sification processing. OD seeks to increase the use of automated tools and systems, improve cooperation with
other agencies, and acquire technology from industry and academia to improve productivity. DPI will support
the development of standards to provide for inter-operability with other agency declassification automation
systems and tools. DPI will increase productivity and accuracy by:

(1) Developing an in depth understanding of declassification by studying, documenting, analyzing, and mod
eling the cognitive processes, knowledge used in declassification, and the structures of the documents to
be declassified; and

(2) Using the knowledge developed above to reengineer processes, design and develop knowledge-based auto
mated tools, and implement procedures and techniques to improve the productivity and accuracy of the
declassification process.

Almost all the documents of interest for declassification processing are only available in paper form. These
documents may be more than 40 years old; include carbon, Xerox, and facsimile copies; and range from
very poor to fair condition. Conversion of these documents to computer usable bit map and then text forms
represents a major early challenge for DPI. Further challenges also exist for information which has been
stored as microfilm, photographs, and on other media.
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Open Source Document Analysis Requirements

Jerry Kowalski
FBIS
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Arabic Character Recognition

John Trenkle Andrew Gillies
Erik Erlandson Steve Schlosser

Environmental Research Institute of Michigan
P.O. Box 134001

Ann Arbor, MI 48113-4001
email: schlosser@erim.org

Abstract
The scripted nature of the Arabic written language

poses new problems for automatic text recognition
systems. We describe three separate approaches to
recognizingArabic text which have been integrated into
a single recognition system, and present some
recognition results for that system. Characteristics of
the algorithm training and testing data are summarized,
along with the contents ofa published CD-ROM which
contains truthed Arabic text imagery from our data
collection and truthing effon.

1 Background
The task of recognizing Arabic text imagery poses
difficulties that are not encountered when attempting to
recognize. text written in a Latin alphabet. Arabic
differs from European languages in that it is purely a
script language; as with cursive handwriting, there is
typically no separation between the characters in a
word. The absence of character separation in Arabic
text renders it unsuitable for recognition approaches
based on character-level segmentation. An example of

Arabic text is shown in Figure 1.
Another problematic feature of Arabic script is the

frequent presence of ligatures, in which two (or more)
adjacent characters are written as a third, entirely
different, character. Clearly, character-level
segmentation cannot be performed on two characters
written as a ligature.

In response to these characteristics of Arabic text,
new recognition approaches must be developed which
do not rely on the ability to explicitly separate each
character from its neighbors in a text image. We have
explored three such recognition approaches which do
not use character segmentation. These three systems
are described in the sections that follow.

2 Approach
Three recognition approaches have been developed in
parallel and integrated as subsystems into a single
Arabic text recognition system. The first recognition
subsystem is based on sliding neural networks, which
scan continuously over a word image to search for
characters. The second subsystem is based on character

RUVA092 1930 12.02

r~ ~ ji ~Lin c..r:Jl. ~~'j ~I cJ4-w~~·

rr ~~.'.",;+I¥}I;)~~,) ~ la~", .~",

L.. c . LIt... a~ . t..·.·1 t JLIj '';;''1· ll
.'.;JJ)~ (,,) ~)~ . .#r .. ",y
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ERIM Arabic Recognition Project nete

Figure 1: Machine Printed Arabic Text

191



Arabic text image

~
optional modules:
preprocessing,
page decomposition,
line & word segmentatior

•word images

pruning
modules

pruned lexicon

recognition
subsystems

recognition result

Figure 2: Overview of Arabic Recognition System Architecture

oversegmentation, which breaks a word image into sub
character segments and reassembles those segments into
characters. The third subsystem computes features on
the word-image as a whole, and does not consider
character-level information in any way. All three
systems make use of a lexicon and lexicon-pruning
techniques to constrain the recognition process.

2.1 System Architecture
The Arabic recognition system is designed to accept a
variety of input imagery, ranging from word images to
entire page images. Modular preprocessing steps are
applied as necessary to reduce any imagery to a
sequence of word-images. The system's page
decomposition module can extract lines of Arabic text
from a full page image. Separate line-segmentationand
word-segmentation modules may also be applied to
preprocess smaller and more simplified text imagery.
Once word-images have been extracted from the input
image, they are passed into one or more of the
recognition subsystems. Ifmore than one subsystem is
applied, then recognition results are combined using a
decision strategy to produce a single recognition
response. Figure 2 outlines the architecture of the
Arabic recognition system.

2.2 Recognition Subsystems
Each of the three Arabic recognition subsystems uses a
different approach to recognizing word images without
character-levelsegmentation. The three subsystems are
referred to as the oversegmentation system, the sliding
neural network system and the whole-word recognition
system.

2.2.1 Oversegmentation
The oversegmentation system is based on the process of
segmenting a word-image at local extrema in the image
contours. Segmenting in this fashion breaks the image
up into pieces which are smaller than individual
characters. These segments are combined into all
possible unions of one, two, three or four segments.
Each of these unions is scored by a neural network
trained on whole-character images, and these scores are
saved in an array. A dynamic programming algorithm
is then applied to these scores to determine the best-cost
way to assemble those unions into a spelling of a word
from the word lexicon. The word lexicon is pruned for
each word so that only a fraction of the possible words
need be tested in this way. The word with the highest
best-cost dynamic programming score is presented as
the oversegmentation system's top choice. Figure 3
shows an array of segment unions created by the
oversegmentationsystem. The word image from which
the segments were extracted is in the upper left comer
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Figure 3: SegmentUnions from Oversegmentation Subsystem

probable word hypothesis. An exampleof
the two-level application of sliding neural
networks with recognition-signals is
shown in Figure 4.

2.2.3 Whole Word Recognition
The whole word recognition system is a
feature-based approach that uses word
level features and a spatial-matching
scheme. The feature set is based on
binary image morphology operations, and
includes such objects as line-segmentsat a
range of orientations, holes, image
skeleton endpoints and junctions. For this
system, word-images are collected with
their truth, and the feature set is computed
for each word-image, along with noise
models of that image. The various feature
sets for each word are then stored in a
database. An unknown word is
recognized by computing its feature set
and then comparing that set against a
pruned subset of the database to determine
the word which matches most closely with
the unknown word. Some examples of
features computed on a word image are
depicted in Figure 5.

2.3 Lexicon Use

Figure 4: Signals from Detection and Recognition Sliding Neural Networks

• • •
v,,""'Q.~C:

Outputoh I
Detection Net

=-----"'---~--~--

As was mentioned in the above sections, each
recognition subsystem makes use of a lexicon of known
Arabic words to constrain its recognition. The current
system uses a lexicon of roughly 50,000 words
compiled from our early truthing effort. Furthermore,
this lexicon is pruned for each word-image so that a
minimum number of possibilities need be consideredby
the recognition systems. Lexicon pruning has the
double benefit of improving the recognition results and

2.2.2 Sliding Neural Network

of the figure. The best-cost path through the segment
array is shown as a dark line connecting four of the
segment unions.

The sliding neural network system utilizes neural
networks in a two-stage approach. The first stage is to
detect probable locations of character centers and the
second is to recognize characters at those probable
locations. During both
stages, the neural
network acts as a
window which slides
across the word image
and produces a
recognition signal at
each location along the
image. This technique
obviates the need for
first trying to segment
each character. The
character hypotheses
from the second stage
are then combined with
the aid of a dynamic
programming algorithm,
which uses a pruned list
of words from the
lexicon to constrain its
search for the most
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Figure 5: Example of Morphological Features Extracted by Whole-Word Recognition

increasing the speed of the system.
Several pruning techniques have been implemented

and incorporated in the Arabic system. Each of these
methods is essentially an abbreviated version of a full
scale recognition system. The purpose of the
abbreviated version is to quickly eliminate words in the
lexicon which are unlikely to be the correct choice, and
let a full recognition system discriminate between the
remainder of the choices. The current system includes
pruners based on morphological feature extractio~,

oversegmentation and sliding neural networks. Hybrid
schemes employing combinations of these methods
have also been implemented

3 Training Data
Each of the recognition subsystems was trained on a set
of data collected during the early phases of this project
Roughly 700 pages of Arabic text were digitized into
greyscale imagery. These pages were collected from
45 documents from the University of Michigan's Arabic
library. The text was chosen to include a range of fonts
and sizes, including typewriter as well as type-set
characters. Digitization produced varying degrees of
noise quality, encompassing both high quality and noisy
text.

The digitized pages were sectioned into sub-images
called zones, and these zones were truthed using an
Arabic word processor. The truth text from the word
processor was converted from extended ASCn into
Unicode for use by the Arabic recognition training
systems. Zone images were binarized and line, wo~d
and character information was extracted to be used m
training. Binarized word images were also extracted
and saved for the purpose of convenient testing.

4 Recognition Results
The Arabic recognition system can be configured to use
the full cross-product of pruning systems, recognition
systems and their hybrids, which provides dozens of
possible system results. Results for a few of the most
commonly used system configurations are described
below to give a flavor for the system's performance.
All results were generated from a random sample of
8436 word images taken from the training data.

4.1 Subsystem Results
The sliding neural net subsystem obtains its best results
in conjunction with an oversegmentation pruner based
on digram extraction. Its word recognition rate on the
test set is 70.0% This is also the fastest configuration
using the sliding neural network system.

The oversegmentation system obtains its best results
using a hybrid pruner based on the oversegmentation
and morphological feature systems. Its recognition rate
in this configuration is 80.7%. The system's fastest
configuration is with the digram-based
oversegmentationpruner, which gives a recognition rate
of 77.4%

The whole-word recognition system achieves its
fastest and highest recognition performance with the
digram-based pruner. The system's recognition rate in
this configuration is 65.0%

4.2 Hybrid System Results
The recognition subsystems can be combined using
decision strategies to obtain some increase in
recognition performance. The highest recognition
performance is obtained using a combination of the
sliding neural network and oversegmentation systems,
which obtains a recognition rate of 81.4% in
conjunction with the hybrid morphological and
oversegmentationpruner.

5 Arabic Text Database
One of the byproducts of the training data collection
and processing was a large body of Arabic text imagery
with detailed truth information. Because Arabic text
imagery and truth data are not easy to obtain, it was
decided to publish this training data as a CD-ROM for
other Arabic recognition researchers to use.

The result of our publication efforts is a CD-ROM
containing the binary zone images from all 700 of the
digitized pages. For each zone image there is a truth file
which provides the locations of all lines, words and
characters in that zone. Character locations were
extracted semi-automatically, and therefore are given
with a confidence measure to help compensate for the
error rate of the automatic extraction.
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In addition to the full set of binary zone images, a
subset of the original greyscale page images was also
included in the CD-ROM, to facilitate the development
and testing of full-page preprocessing applications.

The authors may be contacted for more information
on obtaining this CD-ROM, which is available for a
nominal fee.

6 Status
Our work on the Arabic recognition system is
continuing on several fronts. We are in the process of
planning a second data collection and truthing effort to
extend our training data to a broader range of document
styles, for instance newsprint documents. In addition, a
new approach to automatically generate training data is
being developed, which will allow text imagery to be
generated artificially with the exact location and content
of the text. This technique will allow us to reduce the
impact of truthing errors on our training algorithms.

We are also expanding our recognition capability to
incorporate lexicon-free recognition systems. We have
obtained preliminary results from a lexicon-free
recognition system based on oversegmentation. We
alsoplan to explore a system based on recognizing sub
words, which are the sub-strings of a word that are
connected in the Arabic script language.

Finally, we are expanding our page decomposition
module so that it can be applied to a wider range of
document styles and print sizes.
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Abstract
We are applying of Integrated Segmentation and

Recognition technique developed for handwritten and
degraded machine printed English to recognize ma
chine printed Arabic. In this system, the large input
window is used by the neural network based classi
fication to avoid problems introduced by premature
segmentation. The system integrates mechanism to
move the input window appropriately by emulating
of saccadic movements of human eye. It takes into
account the confidence level of how well a character
has been recognized and contextual information in
the input window. Several attributes of this system
suitable to connected and cursive nature of Arabic
writing, especially in case of degraded prints we often
encounter in our database. In moving from English
to Arabic, we augmented our with additional features
to optimize the recognition process: introduction of
modular approach, and application of Gabor wavelet
based preprocessing. Our goal is not only develop
a high performance system, but also to explore the
use of increasing knowledge of biological vision sys
tem. Our experiments indicate that the success of
Integrated Segmentation and Recognition algorithm
is applicable to Arabic script.

1 Introduction

We human have the intrinsic ability to effortlessly
decipher the content of documents of many different
qualities. Although automated document process
ing has come a long way, the technology has yet to
achieve our level of performance. The poorly under
stood mechanism behind computation in biological
system is quite different from that of digital com
puters. A better understanding of this computation,
nevertheless, is gradually emerging, particularly for
the early stages of sensory processing. Some of these
mechanisms do not fit well with our present compu
tational paradigm. But we may be able to effectively
adapt the principles behind the biological implemen
tations for building better artificial systems.

In an effort to apply a few of the sophisticated
principles behind biological vision system, we have
developed Integrated Segmentation and Recognition

technique for optical character recognition. Our em
phasis is to take a line of text and recognize its
content. In order achieve high performance docu
ment processing system, several other aspects of the
system has to optimized in addition to recognition.
Many of these are domain specific. The knowledge
of the composition of the documents can be used
to improve the performance of the line extraction
phase. Similarly at the post-processing stage using
domain knowledge to do dictionary lookup or ap
ply other constraints can markedly improve the per
formance. These issue are more fully addressed in
The Second Census Optical Character Recognition
Systems Conference which brought together several
current state-of-the-art systems, including Integrat
ed Segmentation and Recognition, in a competitive
forum [1].

We have successful used this system to build high
performance systems for recognizing handwritten
and degraded machine printed English before our
current effort to use it with Arabic. We integrate
various aspects of processing around a neural net
work based classification and prediction mechanis
m. The system then uses other aspects of biological
vision systems to integrate segmentation and recog
nition. The two principles we apply in our system
are the saccadic eye movement and Gabor- wavelet
orientation sensitive edge detectors.

2 Traditional Approaches

Traditional techniques for Arabic has been used with
some time with limited success [2]. Until recently
most of the efforts were quite limited. Now powerful
techniques using neural networks along with the ap
plication of other algorithms at pre/post-processing
stages are under development [3].

There are several problems if one uses a conven
tional approach to character recognition systems [4
6]. In such systems the task is broken into sever
al manageable subtasks each feeding the next one
(figure 1). This reduces the number of free input
parameters at each stage of processing, simplifying
the implementation. Segmenting a character from
its background focuses subsequent operations on a
single character (or parts of the character which are
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Figure 1: Conventional pipelined architecture.

combined later), and feature extraction reduces a
high-dimensional character image to a compact fea
ture list. Reducing the number of free parameters
input to a classifier also tends to improve general
ization accuracy, assuming a fixed-size training set.

At the same time significant contextual informa
tion is lost in this pruning. This arbitrary division
does not guarantee that the necessary information
is preserved from one stage to the other. Without
enough context it is difficult to determine whether a
line segment is a character or a part of a character.
Contextual information in Arabic is more important
because location provides additional cues for classi
fying a character. One example is the inability of
the system to determine where the baseline is locat
ed. Another is the common technique for simplify
ing the feature extraction phase by skeletonizing the
image of the character; this often removes relevant
information necessary for classification. Additional
ly, inability to separate out a character overlapping
or touching other characters is also a serious limita
tion of this approach. It is also valid when a part
of a character is. used and combined later for classi
fication. In such situation, the segmentation phase
incorrectly passes several characters confusing the
following stages. The dots and diacritics widely used
in Arabic further increases the complexity.

In the real world fading out, missing pixels, and
. other degradations, introduced by copying, fax ma
I chines or other environmental factors break the char

acters and the connections. The segmentation algo
rithm often fails in these cases by confusing bound
aries of characters. In addition, the extracted fea
tures no longer correspond to the feature set of the
system. Generating a feature set is also a time con
suming process. The increasing opportunity to use a
wide variety of printing styles is becoming more com
mon with the availability of inexpensive and power
ful computers. The inflexibility of generating new
features, along with other drawbacks, makes its lim
itations more obvious, especially when one can use
more generalized adaptive approach.

In conventional systems classification fails because
the decomposition task is unable to incorporate
the necessary interdependence between segmenta
tion and classification. Correctly segmenting a char
acter from its background often requires first recog
nizing it, and correctly recognizing it requires first
segmenting it. The pipeline architecture of conven
tional character recognition systems is fundamental
ly flawed because it does not allow recognition and
segmentation decisions to interact.

The problem is actually more general than the in
terdependence of segmentation and recognition. Ide
ally, recognition decisions should interact with al-

I forms of preprocessing and postprocessing. This
includes contrast enhancement, size-normalization,
de-skewing, rotation, and even field finding; the
degree of inter-dependence vary for different types
of processing. For example, the best contrast lev
el for viewing a handwritten character is the lev
el that makes recognition easiest, not some preset,
constant value. Similarly, finding and isolating field
s of characters is best done by recognizing that a
string of characters exists at a given location. For
example, conventional line segmentation algorithm
s, based on density histograms, fail because they
do not distinguish between irrelevant visual noise
and relevant fine-grained details. Similarly knowl
edge at the word level can help the recognition pro
cess. Once again, the pipeline architecture of con
ventional character recognition systems is funda
mentally flawed because it assumes that other pro
cessing stages are necessarily independent of recog
nition decisions. The inter-dependence of pre/post
processing and recognition decisions becomes more
critical for printed Arabic scripts than for many oth
er types of machine print recognition, because of
wide range of acceptable variations with possible
degradation of quality.

3 Principles of Integrated
Segmentation and Recognition

Our first effort was devoted to integrating feature
selection and classification. Initial applications of
neural networks simply replaced the classifier com
ponent in the pipeline architecture with a neural net
work [7, 8]. We demonstrated that a neural network
can be trained to classify characters directly from
images of presegmented, size-normalized characters
[9]. This approach frees the system designer from
the task of feature selection. The net automatically
and simultaneously optimizes feature selection and
classification.

This previous success, of using an image array as
the input to a net, suggested that it might be possi
ble to integrate character segmentation and recogni
tion within one function that is learned by a neural
network [10],shown in Figure 2. Within this scheme
the neural net is trained to recommend segmentation
transforI?-ations as well as recognize characters, and
then durmg run-time, the recognition decision drives
the decision of whether the present segmentation is
incorrect and hence a new attempt at segmenting is
necessary.

3.1 The Saccadic subsystem
The system, called Saccade, provides a different way
of thinking about automatic character recognition
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Figure 2: Integrated Segmentation & Recognition
approach.

and segmentation. It assumes that segmenting char
acters into little boxes is the wrong way to think
about the problem. Rather, segmentation should be
thought of as a centering operation involving a focus
of attention. A character is correctly segmented if it
appears in the center of a large window, regardless of
what else appears in that window. In addition, the
approach assumes that a neural network should be
able to learn more than to simply recognize what is
in it's input window; the net should be able to learn
to control what comes into it's input window. The
approach takes a cue from the ballistic and corrective
saccades (eye movements) of natural vision system
s. Saccades make it possible to efficiently move from
one informative area to another by jumping. The eye
typically initiates a ballistic saccade to move the cen
ter of focus to the general area of interest, followed
by one or more corrective saccades for fine-grained
position corrections. Thus, the approach involves
training a neural net to center a character in its in
put window, recognize it, and jump to center the
next character in it's input window, and so on. This
operation applies to both non-touching and touching
characters.

During training, the input to the net comes from
a two-dimensional window that scans horizontally
across a field of characters, as shown in figure 3.
The field image is first size-normalized to the height
of the input window. The input window is chosen
to be wide enough to contain several characters. As
the input window scans across the field, the center
of the window will pass over the centers of charac-

ters and over points between characters. The field
image is first size-normalized to the height of the in
put window. The network is trained to answer four
questions at each point in the scan:

1. Is there a character centered in the input win-
dow?

2. If so, what character is centered in the window?

3. How far off-center is the character?

4. How far is the next character to the left?

These questions can be answered during training
because, prior to training, the field images are la
beled with the horizontal center positions of each
character in the field, as well as with the categories
of the characters. Training involves pairing each in
put window with a 3-part target output vector rep
resenting what is centered in the input window, the
distance by which the centermost character is off
center, and the distance from the center of the input
window to the next character to the left. If this
distance exceeds half the window width, (i.e., the
center of the next character to the left is not visible
in the input window), the distance value is set to a
maximum of half the window width. Thus, during
training the net learns to compute an input-output
mapping function, where at any given point in the s
can, the input corresponds to what is in the scanning
window, and the target output is the 3-part vector,
described above, corresponding to what is in the s
canning window. The present form of the system
separate the step prediction and classification into
two separate networks in a modular fashion, which
we will describe later. Note that the net does not
simply learn the average distance between character
s, since this is likely to vary with different characters
and different type of formatting. The net is trained
on very large database of fields. As a result, the net
learns to use the perceptual cues in the input win
dow, to estimate the distance it should jump to cor
rectly center the next character to the left (ballistic
jump), and to make fine-tuned position corrections
to correctly center the character closest to the center
of the window (corrective jumps).

During run-time or testing, the system uses the
computed values in the character classification and
distance fields of the output vector and some heuris
tics to navigate horizontally along a character field,
jumping from one character to the next, and occa
sionally making a corrective saccade to improve its
ability to classify a character. When the net rec
ognizes a character, it executes a ballistic saccade
to the next character. It obtains the distance to
jump by reading the next character distance field.
When the net fails to recognize a character, it exe
cutes a corrective saccade to better center the char
acter. It obtains the distance and direction to jump
by reading from the current character distance field.
The system works correctly for non-touching, inte
gral characters as well as for touching and broken
characters.
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D 'ray' is recognized at this position withsufficient confidence'
the system attempts to jump to following character. •

~ The character 'bay' is not at center of the input window for best recognition'
the systems attempts to make a corrective jump. '

m The optimally positioned to recognize 'bay'.

...

Figure 3: Saccadic jumping mechanism.

3.2 Modular saccade for Arabic

In modifying the design of the system for machine
printed Arabic character recognition, we decided to
pursue a more modular approach while maintaining
the advantages of our earlier Saccade system. In this
system, instead of one network doing classification
and stepping, there are two separate neural networks
doing the two tasks. This allows us to have modu
larity in an integrated system which helps to better
optimize of each task and their interaction. The in
tegration of the response of the single neural networ k
in previous system involved several empirically de
veloped heuristics to enable effective scanning of the
line and to determine positions at which recognition
should be performed. The modular approach make
it possible to embody a significant portion of these
heuristics in the neural networks, reducing the com
plexity of the overall system.

Initially the classification network is trained to de
termine the character class and whether the char
acter is of initial, medial or terminal form. The
number of output nodes of the classification net
work is 39 and they are marked as: iIamza, AIe
l, Waw, Beh, Teh, Theh, Jeem, Hah, Khah, Dal,
Thai, Reh, Zain, Seen, Sheen, Sad, Dad, Tah, Zah,
Ain, Ghain, Feh, Qaf, Kaf, Lam, Heh, Yeh, Teh
marbuta, Alef-maksura, Diacritical-mark, Unknown,
Space, Between-symbol, Overlap, Initial form, Me
dial form and Terminal form. The Diacritical-mark
node indicates the presence of vertically overlapping
diacritical mark (which includes harnza) , Unknown

node represents characters which are not represent
ed by the first 31 nodes representing known charac
ter classes, Space node indicates inter-word spacing,
Between-symbol node represents the region between
two symbols, Overlap indicates two characters (in
eludes diacritical mark) are vertically overlapping,
and the last three node represent the form of the
classified characters.

The step prediction network has 25 output nodes:
the first indicate that corrective jump is necessary,
the second redundantly (Between-symbol node of the
classification network) indicate whether the network
is positioned between two characters symbols, the
third indicate when to classify, and the rest of the n
odes encode jumping distance. Of the nodes reserved
for encoding, 2/3 are used for ballistic jump and 1/3
are used for corrective jump. We use a coarse cod
ing using triangular (convex) function to encode the
distance value. The redundancy introduced by this
method makes prediction more error tolerant.

3.3 Gabor-Wavelet subsystem
The input window we used for Arabic was larger
than that of English. Consequently, the dimension
ality of the input to neural networks were higher
making the training process more difficult. Although
we had good classification performance, the perfor
mance of the stepping mechanism was well below
what we achieved in the case of English handwriting.
Our initial assumption that the modularity we intro
duced in case of Arabic may have made the learning
task more difficult proved to be false. Our experi-
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ments with the earlier architecture did not improve
the situation.

We decided to take a new approach of applying
Gabor wavelets to raw input image. A 2D Gabor
wavelet is a Gaussian modulated by a sine or cosine
wave, and it is general complex form is [11]:

G(x, y) = exp[-?r{(x - XO)2 a 2+ (y - YO)2,82}]
x exp[-2?ri{uo(x - xo) + vo(y - Yo)}] (1)

The 2D shape of the Gaussian component of G(x, y)
is determined by a and ,8 and its shift by Xo and Yo.
uo and vo specify the frequency components in two
directions.

We use a simpler form with two basic wavelets
with circular Gaussian. We can scale, rotate and
shift these wavelets across the image to obtain a set
of wavelets that allow reasonable reconstruction of
the transformed input image.

Gsin(X, y) = sin(wx)e-(x
2
+

y 2
)/ q2 (2)

Gcos(x, y) = cos(wx)e-(x
2

+y
2

)/ q2 (3)

Figure 4: Plot of Gcos(x,y).

Figure 5: Plot of Gsin(X, y).

There is evidence that this approach can improve
in optical character recognition type applications
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[12]. Gabor wavelets match the response character
istics of early stages visual processing in the cortex
[13]. And there are several good technical reasons
to have such wavelets:

• They reduce the dimensionality of the input.

• They add noise immunity to the input image.

• They are local both in space and frequency, al
lowing the option to maintain efficient local re
ceptive field structure of the neural network.

• They avoid loss of information from scaling
down the input image.

• They provides a degree scale, translation, and
rotation invariance.

• Within a limited range two wavelets can inter
polate between the two extremes of their prop
erties (scale, translation and rotation) [12].

• The neural network is not burdened with learn
ing generic features that these wavelets provide.

On the other hand, being non-orthogonal in na
ture, Gabor wavelets are computationally not as ef
ficient as other commonly used wavelets. The ad
vantages, however, outweighs this shortcoming, con
sidering the evidence that evolution picked a similar
approach with built-in redundancy [11].

Our first attempt is to use this mechanism with
step prediction network to achieve a performance
level comparable to that of the classification net
work. We selected three Gabor wavelets of different
frequency (w) and scale (a). Both sine (equation 2 &
figure 5) and cosine (equation 3 & figure 4) wavelet
s are then replicated and shifted across the input
image, which makes the total count 50. Each of
these have four different orientations making the to
tal number of input features 200. This selection was
based on manually looking at the reconstruction of
the transformed input images. Automating the s
election process together with training the neural
network may allow us to obtain a more compact and
efficient set of wavelets. In addition, having Gabor
wavelets at the preprocessing stage allow the possi
bility of achieving our long term goal of integrating
size-normalization, rotation and contrast change.

4 Experimental Status
The system is trained using a data set of pages
containing more 100,000 Arabic characters. Each
character was labeled to mark their center and the
bounding box. We divide the data into three sets:
80% of the data for training, 10% for testing and the
other 10% of validating the final performance of the
system. First we trained the classification network
so that to get best possible score with the test set.
At the peak point we validate the performance with
the validation set.

We 'picked twelve different neural networks with
three different input window sizes and four differ
ent hidden node configurations. After initial batch
of training runs, we found that taller input window



size and larger number hidden nodes contribute to
rapid training performance improvement. The im
pact of various local receptive field size of the first
layer of the neural network was not significant. Af
ter extensive training and testing we chose three best
performing networks.

The following table shows the classification perfor
mance result of some the network we have trained.
The first column for each result show the only char
acter recognition accuracy, and the second score in
cludes the other symbols of the classification net
work. In the following results it is interesting to
note that the Net-1 is the smallest classification net
work; Net-2 is 16% bigger and Net-3 is 35% bigger
than Net-1. This show that the smaller network pos
sible with the use Gabor wavelets can improve the
performance even further.

Table 1: Classification performance.
Test results ('70) Validation results ('70)

Networks
Characters Overall Characters Overall

Net-1 90.39 89.08 88.16 87.40
Net-2 89.50 87.11 87.14 85.02
Net-3 86.77 84.08 83.78 81.69

In our experimentation with Gabor wavelets we
have found that changing the size of the input win
dow as much as 25% of the input window even when
we do not proportionally change the wand a, Weon
ly proportionately changed the spacing. This prop
erty can make the system tolerant to size variations
without much adaptive tuning of wavelet parameter
s. During training the step prediction error rate is
significantly lower error than we could achieve with
several of our earlier effort. We will provide result
when we have extensively tested the stepping sub
system as it moving on its own.

5 Conclusion

The step prediction network is at its early stage of
development. The classification network perform
ing well, and we hope to have further improvement
when we use Gabor wavelets system with the clas
sification network. We are planning to expand the
scope of the Integrated Segmentation and Recogni
tion system by using a larger Arabic character data
base with a wider variation of fonts.
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Abstract

An Automated feature selection method based on
Kudo and Shimbo [1J was implemented to improve a
character recognition engine. The approach selects a
subset of features from the universe of features such
that. r~cognition accuracy against a target data set is
optimized. The method was altered to deal with large
numbers ofclasses (thousand-e) and a large universe of
fe.atures (hundreds). This allows the collection of
disparate feature sets up front, without regard to back
end problems of over-training or over-sampling of the
data space.

The feature set is narrowed to the number of
features that provide the best within-class consistency
and cross class discrimination. The approach frees the
researcherfrom intuitively selecting the features used in
a classifier. Instead, any interesting features are added
to the feature universe and the selection method
determines which features, if any, are replacedfrom the
currently used set.

. EXJ!erimental results are provided, along with a
discussion of computationalfeasibility for various sized
problems. A parallel implementation is discussed. A
comparison of accuracy is provided for the selected
heterogenous feature subset versus complete
homogeneousfeature sets. Discussion is provided on the
effectiveness of the method when applied to various
datasets such as Japanese characters or English
characters.

1 Introduction

This paper examines the implementation of an automatic
feature selection algorithm based upon the work of
Kudo and Shimbo [1,2]. The feature selection algorithm
was pursued to allow the automatic selection of a
reasonable subset of a large feature universe without a
priori knowledge of the source language characteristics.
The segmentation and feature generation for the
individual characters is not considered within the scope
of this work.

There is a vast body of research into recognition of
character data [3.4,5,6,7,8]. With each advance and
language studied a new set of features is proposed to
handle specific problems or attributes of the source data
set. The addition of new features is not sufficient to
develop a better image character recognition (ICR)
engine. The discrimination rate of an ICR engine will
often increase with the addition of a few features.
However, peaking phenomena are common when a
large number of features are considered. After this peak,
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discrimination rates actually decrease with the addition
of new features. Additional features also increase the
computation time required to perform the recognition.

The task of defining an appropriate feature set is
generally the responsibility of the researcher. The
selection of features is driven by a priori knowledge
about the source data set

An automatic feature selection method was pursued
to reduce the loss of accuracy due to peaking
phenomena while allowing the examination of a broad
feature universe. The automated feature selection
method was pursued to support the development of a
tool to create ICR engines. Given a training dataset, a
feat.ure set could be generated that performed well
against that data source without a priori knowledge of
the language characteristics. In this manner a researcher
could quickly develop an appropriate feature set to
handle Kanji, Cyrillic, English, or any other character
set of interest given a reasonable set of training data.

2 Goals

This primary goal of this investigation was to increase
the accuracy of an existing ICR tool. However, accuracy
is not the only measure of importance to an ICR engine.
There were four other areas of interest in relation to this
study. Each of these four areas is presented in
decreasing order of importance.

Automation: The universe of features used in
character recognition is very large. The selection of an
appropriate feature space is dependent on the
characteristics of the source data. The feature selection
algorithm was designed to allow the researcher to
examine a wide feature space without a priori
knowledge of an efficient feature set.

Comparison Efficiency: The final ICR engine is
designed to handle pages of text and, therefore, a large
number of individual characters. The evaluation model
needs to support rapid processing.

Performance: The automatic feature selection
process is run once against a training set of data. On a
small number of classes it is desirable that the operation
be interactive. In an interactive environment, the
researcher would select a small training set of data and
generate a customized recognition engine that would be
used against any remaining data. Against a large number
~f clas~s the algorithm's performance would prohibit
interactive usage. When a large number of classes are
considered the training data would be generated and
saved. The feature selection algorithm would then be
started and allowed to run until termination. Upon
termination the generated template library would be
used for further recognition of source data.



Generation Efficiency: The ICR process will need to
generate the feature vector for the characters within the
source document, This generation time should be
minimized to support high volumes of source material.

Max ( o ) (2)

3 Background

This paper discusses an implementation of the algorithm
described by Kudo and Shimbo [1,2]. The details of the
algorithm are provided only by reference. Cursory
knowledge of the approach is required to understand the
implementation. A synopsis of the base algorithm has
been provided in section 3.2.

The terminology and notation used for referencing
the data elements within this paper are consistent with
the terms used in the referenced work [1]. A summary
of the major terminology is included in section 3.1.

Finally, the feature selection algorithm was
implemented within the framework of an existing ICR
engine development tool. A few of the design decisions
were influenced by this framework. A brief overview of
the ICR engine is provided here for completeness.

The existing ICR tool handled character
segmentation, normalization, feature generation, and
final recognition. During feature generation the ICR tool
would generate three types of features (see 6.1). On the
Kanji test dataset these three feature sets represent 692
individual features. The recognition engine was based
upon a template library. Source characters were
compared against the templates in the library and the
codepoint which minimized a distance function was
selected. The existing ICR tool was past the optimal
discrimination rate when all features were considered.

3.1 Terminology

Class: All samples of a given codepoint (character)
within the training data set.
Subclass : The set of samples within a single class
which share some common attribute(s).
Feature Vector: The set of measurements for the
feature universe for a single sample (V').
S+ : The class under consideration
S- : The set of all classes within the problem space
other than the codepoint under consideration (S+)
Maximal: Used to describe a subset, where the addition
of any of the remaining vectors from S+ would violate
the common attribute(s) of the subclass.
Exclusive: Used to describe a binary vector. Exclusive
indicates that the binary vector is distinct from all
vectors within S- (eq. I).

v A s # V 'V s E s- (1)

G : A subset of S+, also known as a "view"
a(G) : The binary vector resulting from the logical
conjunction of the samples represented by G
0.(5+.5-) : The collection of all the maximal subsets of
S+ which are exclusive against S-
MAX : Number of samples within the largest subclass

occurring in Q(S+$-) (eq. 2).
AVE : The average number of samples within the

Ave(n) =1. L JQl
M GEO Ts+f (3)

where M= I Q I

subclasses occurring within Q(S+,S-) (eq. 3).

3.2 Basis of Algorithm

Kudo and Shimbo [I] discuss a six step procedure for
reducing a feature space. The six steps consist of
binarization, data reduction, identification ofsubclasses,
feature evaluation, feature reduction, and peaking
determination. Each step will be identified by a roman
numeral to assist in later referencing.

I: The [I] algorithm is based upon the evaluation of
hyper-rectangles and the ability of these rectangles to
discriminate between classes. The boundaries of the
hyper-rectangles are established upon a binary feature
space where each bit indicates the relationship of the
real feature value to a boundary within the minimum
and maximum values for the feature across all samples.

II: Data reduction is the combining of the binary
vector spaces so that the number of samples within a
single class is within a range which is computationally
feasible. [2] suggests a guideline for reduction of 40 to
60 samples within S+. The large number of classes and
total number of samples required the reduction of both
S+ and S- with stricter guidelines. The guidelines used
within this implementation are discussed in section 4.3.

III: Identification of subclasses identifies maximal
subsets of S+ which are exclusive against S-. This step
is discussed in [2]. The referenced method is a recursive
algorithm which examines subsets of S+. This is a
computationally demanding process. Each iteration
requires ~) steps, where N is the number of samples
under consideration and M represents the desired
number of samples within the subset. The algorithm is
designed such that N starts as the number of samples in
S+ but is reduced on each iteration. At the same time M
begins at I and increases.

IV: Feature evaluation determines within a single
subclass the contribution of each feature towards the
ability to discriminate the subclass from S-. The base
algorithm examines each feature dropping any feature
which does not contribute towards discrimination. A pair
of statistics are generated for each remaining feature.
The statistics represent a measure of how many samples
from the class are within the subclass and a measure of
how important each feature is to discriminating the
subclass from $-. The values for each subclass are then
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combined to generate a set of values for the class.
These class feature metrics are further merged into
metrics evaluating the features contribution across the
entire set of classes.

V: Feature reduction determines which features
contribute the least across the entire set of classes.
These features will be removed from consideration. The
algorithm drops features if they fail to reach a
predetermined significance level. If all features are
found to be significant then the feature with the lowest
contribution metric is discarded.

VI: Finally, peaking determination is the
mechanism used to determine if the process (II thru V)
should be repeated against the reduced feature space.
The peaking determination is done by examining the
rate of change within the significance metrics (MAX,
AVE).

4 Implementation

A complete algorithm was provided within [1]. Our
implementation varies from the base algorithm in a
number of areas. These variations were prompted by the
exact nature of the examined problem and the
implementation environment. A brief overview of the
implementation and areas where modifications were
made is provided. The examination is divided into five
sections. The first two sections, data design and
algorithm, present the general structure of the
implementation. This is followed by two sections,
problem size and running time considerations, which
discuss design decisions that were made due to the
nature of the studied problem. The design decisions
discussed in these sections did not alter the basic
operation of the base algorithm as described in [1]. The
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Figure 1: Data Diagram

final section, modifications to algorithm, details the
changes that were made to the actual algorithm. The
changes within this final section actually modify the
behavior of the base algorithm. Within each section
roman numerals will be used to reference back to the
original algorithm as described in 3.2.

4.1 Data Design

Figure I represents the data structure used within the
implementation. The fundamental unit of data is the
binary feature "Vector." Binary feature vectors are
aggregated into a "Class" which represents a character
or one of several representations of a character (i.e. S+).
The classes are then aggregated into a "Set" which
contains the entire universe of training data. A "View"
is an aggregation of vectors within one class. And
finally a "Collection" is an aggregation of views which
all correspond to the same class. Each of these objects
has a set of data attributes and functions use to operate
on the data attributes.

The "Set" object has only one basic function which is to
iterate through its classes. This function is used by the
main routine to evaluate the current feature set against
each class. It is also used within the reduction of
features to determine if a vector within a class is
exclusive against every vector in all other classes (i.e.
S-, excluding the current codepoint).

The "Class" object has several basic functions. The first
is the vector iteration function which is used mainly to
determine if a vector is exclusive against all vectors in
a particular class. The second function is used to cluster
the vectors within a class down to a manageable
number. Since the performance of this algorithm is
exponentially related to the number of samples in a
class as seen in the performance section, the vectors
need to be clustered. This "clustering" is refered to as
data reduction throughout the remainder of the paper.
The final function is required to manage the data
requirements of large data sets. The caching function
allows a class to be written and read from a data device.

The "Vector" object is the fundamental object within the
data hierarchy. The first few functions are basic
operations on the binary feature vectors such as the
bitwise or, and, and exclusive or. The "Exclusive" test
is a fundamental routine that determines whether one
feature vector overlaps another in the given feature
space. The "Set a Feature" function is needed to set and
clear the bits representing a particular feature within the
binary vector. This function along with the
exclusiveness test help to determine which features
distinguish one vector from another. Finally, the
"Weighted Distance" function is used to compare one
vector to another given a set of weights or confidence
values per feature.

The "View" object is used to contain a set of vectors
(e.g. G). The goal is to find those sets of vectors that
combine to form a binary vector (c:x(G)) which is
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exclusive against the rest of the universe. Hence this
object is used to group vectors and test their
exclusiveness. The first two functions are used to group
the vectors into one test vector. The "Exclusive test" is
used to help determine a minimal set of views that are
exclusive against the universe. The vector iterator is
used to count vectors within the view and to test the
vectors for various attributes. Finally, the enumeration
iterator is used to create collections of views using the
M choose N operator. This function is the one that
drives the time performance of the algorithm.

The "Collection" object is simply a container for a set
of views corresponding to one class (eg. O(S+,S-». It
is used to contain minimal sets of views which are
exclusive against the universe. Therefore the only
operator required is a view iterator which is used to test
the views for exclusiveness and whether or not they
violate the "minimal set" rule.

4.2 Algorithm

The implementation of the distributed, iterative feature
evaluation tool is represented in Figure 2. Given a
properly segmented source data set and truth model, the
real feature vectors are generated. Those features which
best discriminate the source data are selected. The
template library generated by the feature reduction is
read from DASD and the source data set is processed.
The generation of real feature vectors and subsequent
feature set reduction are optional and only performed
against the training data set. On subsequent source
material, processing consists of reading the template

library and performing the recognition. Of the four steps
the focus of the current investigation is within the
"select features" activity. All other activities were
available within the existing ICR tool.

Within the select features activity, processing
consists of three phases; data initialization, processing of
classes, and result gathering. This structure was
implemented to support the use of multiple processes
against the same set of data as well as the ability to
interrupt and restart processing.

Data initialization consists of three activities; "Build
binary vectors," "Build S-," and "Start children." These
activities are only performed by the parent process.
Binarization (I) consists of converting the real feature
vectors into binary feature vectors. The resultant vectors
contain feature values for the entire feature universe. A
mapping is maintained that identifies the current feature
set. As each class is binarized it is placed into the set
S-. Note that S- actually contains every class. During
processing it is necessary to skip the codepoint of the
class under consideration (S+) when it is encountered
within S-. If the number of samples is larger than a user
specified parameter the class is reduced (ll) down to the
desired number. The reduction that takes place for S- is
based on Hamming distance and logical disjunction. The
parent then initiates child processes to assist in the
processing of the individual classes. The use of children
and the number to use can be controlled by the
researcher.

The parent and children processes then select
classes for processing until each class has been
processed using the current feature set. After selecting
the class to be processed as S+ the process determines
if reduction (II) is required. Reduction is recommended
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if more than 32 samples exist (allows a view to be
manipulated using integer operations). The exact limit
can be specified by the researcher. Once the class has
been prepared for use as S+, maximalexclusive subsets
are identified (Ill) by using a non-recursive version of
the base algorithm [1]. For each of these subclasses the
current feature set is evaluated (IV) based upon the
features ability to discriminate against S-. The binary
vector which represents the view has all redundant
features cleared. The view, the resulting vector from the
view, and the feature evaluations are stored to DASD.

Once each class has been processed against S-, the
parent process combines the metrics (V) for each class
so that a single metric is available that describes the
contribution of each feature in the current feature set,
Those features which do not contribute significantly (as
configured by the researcher) are discarded. If all the
features are significant, those that contribute the least
will be removed. The researcher can configure a desired
rate of feature removal. The structural indices [1] are
then tested to see if the feature evaluation process
should terminate (VI). Once the fmal feature removal
has occurred the last set of results files are combined to
generate the template library.

4.3 Problem Size Considerations

The largest problem space examined as part of this
investigation involved 1,691 classes and 792 features.
The scale of the proposed problems was taken into
consideration during algorithm and data design. The
implementation caches S-. The implementation takes
advantage of machine architecture when optimizing
sizes of data structures.

A major space concern within the implementation
is the memory allocation required for S-. To address
this space concern, each class within S- is written to
DA$D as part of the initialization of $-. A caching
mechanism was built into the traversal of S>, A target
memory utilization figure for S- is provided as part of
the application initialization. If $- exceeds this
allocation, a class is selected to be cached to disk. The
class will be reloaded from DASD when required.

A second concern is the number of views that can
be generated (III), either in II- or during the saturation
of II-. This is a function of the number of samples
within a class. A worst case bound on the length of II
where N represents the number of samples within the
current class is given in (4). Realistically, the worst
case expected is more likely to be given by (5).

(© where M = ~ (4)

(2:) where K = ~ (5)

The internal representation of a view requires a
single bit for each sample in the class under

consideration. The saturation of PI- (III) requires the
frequent determination of the overlap (3) between two
views. To speed this operation and to limit the total
number of generated views a class was reduced to at
most 32 samples. This allows a view to be stored within

(6)

an integer.
Finally, space requirements are driven by the

number of buckets used when binarization (I) of the real
feature array occurs. Each real feature is converted into
a binary representation containing both a set of positive
and negative indicators. Each set of indicators is aligned
on a byte boundary. For this reason, the optimal number
of buckets is eight (number of bits in byte) or fewer.
The ninth bucket would result in a doubling of the
storage requirement for binary feature vectors. For all of
the test results presented five buckets were used.

4.4 Running Time Considerations

Through examination of the implementation logic
diagram (Fig. 2), a simple analysis of computation time
can be performed. Of interest is the breakdown of
processing within the "select features" activity. The core
loop within the base algorithm is the processing of a
single class against $-. This series of steps must be
performed against each class. The "Identify SubClasses"
ac.tiv.ity represen~ the most computationally intense step
within the entire process. However, the activities
required to evaluate the class can be performed
independently for each class once $- has been
constructed using the current feature set, The
implementation of the feature selection algorithm was
designed to run on multiple processors simultaneously.
A single process is responsible for binarization,
generation of S-, reduction of the feature set, and
generation of the final template library (I, II, V, VI).
This parent process can then invoke child processes
which merely process a single class against S- (III, IV).
These child processes may be on the same machine or
on separate machines. The coordination of classes
between processes and the presentation of results are
handled through a shared file system between the parent
and all child processes.

The caching mechanism (see 4.3) also directly
impacts the processing of a class against S-. The time
required to fetch a class within S- from DA$D is a
significant portion of the total time required to check for
exclusiveness against the class. To minimize caching,
the set $- is implemented as a linked list of classes.
When a vector is tested against $- for exclusiveness, the
class which results in failure is moved to the head of the
list When processing a series of views from $+ against
$- (III) each vector is likely to have similar
characteristics and thus will fail against the same class
within $-. This allows for caching of infrequently
referenced classes.

Early experiments against the largest problem set
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indicated that the evaluation of a single class ranged
from four minutes to a few hours. Given that there are
-1700 classes and that multiple iterations would be
required, the implementation has to be interruptable.
The implementation was designed to generate
intermediate results for each class as processed. If
restarted the current state is examined and work
continues. The intermediate results were used to
examine peaking phenomena within the feature set
reduction model.

Finally, within the "Identify SubClass" activity (llI)
is a step which requires the enumeration of subset of
S+. Given the restriction of S+ to 32 samples, this one
piece of logic is bounded by d~ steps with significantly
fewer steps expected (see [2] for a complete discussion).
Each step requires a test for exclusiveness against S-.
Given the number of samples in S-, the implementation
enforces a limit on the number of steps allowed. If the
number ofiterations is considered beyond computational
feasibility the algorithm is terminated early. The class is
not divided into subclasses and each sample is
considered within the fmal view that composes the set
.Q(S+,S-).

4.5 Modifications to Algorithm

The implementation required modification of the base
algorithm. Modifications were made to enhance
performance, utilize space efficiently, and to exploit
existing tools.

Examining the flow diagram (Fig. 2) the activity
"Identify SubClass" (III) requires the greatest amount of
CPU time. The base algorithm for finding subclasses [2]
performs at least one iteration through the recursive
procedure ENUMSAT. The class S+ may not contain
any subclasses. Predetermination of the existence of
subclasses within S+ can completely remove the
"Identify SubClass" activity. The existence of subclasses
is easy to detect. If a vector generated from the view
consisting of each sample in S+ is exclusive against S-,
then each sample is exclusive against S-. In this case a
single view consisting of each sample will be the only
entry within the collection Q(S+,S-).

The subclass algorithm [2] (III) was improved to
reduce the total number of iterations required. Once a
subclass divides, each resulting portion needs to be
examined to determine if it is sufficient or if further
subdivision is required. The same subdivision may be
identified many times upon examination of the
divisions. This duplication is redundant and in a large
problem space requires significant processing time. The
algorithm was modified so that it was iterative (vs.
recursive). A work list is maintained that corresponds to
the original recursive call. Redundant entries are not
placed onto the worklist. This reduces significantly the
number of traversals of S- required to determine if
subsets were exclusive.

The loop within the flow diagram (Fig. 2) from the

acnvity "Build S-" through the decision "Desired
Reduction Achieved" reduces the feature universe. The
base algorithm drops features (V) from the universe
using two rules. First, features are removed if the
feature contribution does not exceed a configurable
threshold. Then. if no features were dropped in the first
step a single feature is selected for removal. The
implementation drops a configurable percentage of
features on each iteration. This reduces the total number
of iterations while sacrificing accuracy within the
backward selection model.

The binarization (I) used to convert from a real
feature vector to a binary feature vector was modified
for the implementation. The modification improves the
information content of the binary vector and makes
more efficient use of the space required to store the
binary vector. The base algorithm binarization method
[1] uses the maximum and minimum values for a
feature as two of the bucket boundaries used for
generating the binary feature. This implies that a bit is
required to indicate if a real feature measurement is
greater than or equal to the minimum. Similarly a bit is
required to indicate less than the maximum. Note that
the greater than minimum bit will be true for all values.
and that the less than maximum is true for all values
which are not exactly equal to the maximum (perhaps
only a single vector). To more efficiently utilize the
space within the binary vector, the implementation
defines (p + 2) thresholds using the base method and
then transforms each real sample vector x using (7)
(corresponding to (5) of [I]).

Finally, the reduction of S+ and S- (II) were done
using an existing clustering tool. This tool uses a
hierarchical clustering technique with Ward's method of
updating the dissimilarity matrix [9]. The distance
function used for the binary feature vectors is the
Hamming distance.

5 ICR

The algorithm presented documents the evaluation of the
feature set and the calculation of the feature contribution
metrics. The ICR makes use of this data to recognize
characters within the source data set. The data provided
within the template library and the evaluation model are
described in section 5.1. Section 5.2 will present an
overview of the ICR process as a whole.

5.1 Character Recognition

The results from the feature selection mechanism are
used to generate a template library. This template library
is then used by the recognition engine to process source
samples. The data contained within the results and the
comparison process is provided for completeness.

The feature extraction algorithm produces the
following data:

. (1 1 _J) _J) -1 -1 -D -D)
X - X = X p + 1 / " I X 2 I •• X p + 1 1 •• I X2 I X p + 1 1 •• I X2 I •• I X p + 1 1 •• I X 2
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Bucket Ranges: The information required to convert
from a real feature value to the binary
representation.
Feature Map: Identification of the features that
comprise the fmal selected feature set.
Class Data: There are multiple data elements
generated for each class. The complete set is: the
codepoint of the class, the binary vectors and the
related confidence values representing the maximal
exclusive subsets (0(8+,S-» within the class, and
a final set of confidence values for the class as a
whole. The class wide confidence values are
aggregations of the confidence values for each
subset.
Final Confidence Values: A contribution metric for
each feature in the result set. This metric is the
aggregation of the class contribution metrics.

This set of data is used to recognize each character
within the source material.

The recognition ofa source character is a three step
process. The character image is converted into a binary
feature vector using the bucket ranges. This binary
vector is then compared against each of the template
vectors generating a distance measure. Finally, the
template which minimizes the distance measure is
selected as the correct class for the source character.

The distance measure between a source binary

vector (8) and a template vector (T) each composed of
N features is given by (8) and (9). Each bit in a binary
vector represents a rule denoting whether the value for
the examined feature is greater or less than a bucket
edge. Each feature (i) produces a feature distance
measure (8) which represents how far the sample is
from the edge of the templates valid range. The final
distance is the feature distance multiplied by the

N

D = aXC = L ((-i * at) (9)
1

confidence value for that feature (CJ (9). The final
distance function (9) may be used with any of the three
different confidence vectors: subset, class, and set.

5.2 The ICR Process

Given the feature selection algorithm and a base ICR
tool it is now possible to develop and test ICR engines
that are customized to the source data set. A small
portion of the source data is selected as the training set.
Using the base ICR tool this training set is properly
segmented and a truth model established for each of the
characters. Real feature vectors are generated for the
feature universe under examination.

The real feature vectors are converted to binary

vectors within the feature selection algorithm. The
feature selection algorithm then processes each class to
determine the maximal exclusive subsets and the
corresponding contribution metrics. The feature selection
algorithm continues to reduce the feature universe until
a peaking determination is made. Once the final feature
set is established the ICR template is generated that
corresponds to the input training data.

Once the template is prepared the remaining source
data can be processed by the ICR engine. This consists
of reading the template library, segmenting the input
data, and performing the recognition based upon the
minimized distance measures.

The process may be repeated as often as necessary.
Examination of alternative feature sets may be
performed as new features are proposed by research
efforts. The process would be repeated to generate new
engines to support additional languages or data sources.

6 Results

Examination of the final results indicates that the
algorithm can partially correct for a loss of accuracy
due to a broad feature space where overtraining occurs.
In the case of a small feature space, the algorithm can
significantly reduce the feature set while sacrificing a
small percentage in recognition accuracy.

Evaluation of the feature selection method was done
by examining two distinct problem spaces. The first was
a reasonably sized hand-print English language case.
This dataset was used so that the experiments could be
performed in a short period of time. The second dataset
was a significantly larger machine-print Kanji case. A
summary of the fmdings and final conclusions are
presented in the remainder of this section. The details
about the evaluation testcases are provided in sections
6.1, 6.2, and 6.3.

After the first iteration, further reduction of the
feature space does not significantly degrade the
recognition rate. In an environment where feature
generation during the recognition of the source
document is computationally burdensome, the algorithm
provides a reasonable mechanism to reduce the feature
universe and reduce recognition time.

The algorithm has a bias towards features which
occur later within the feature universe. The effect
becomes more dramatic the larger the feature universe.
This problem is due to the base algorithm's method of
calculating feature contribution metrics. If a subset of
features which appear at the end of the feature vector
are sufficient to satisfy exclusiveness against S-, then all
prior features will evaluate to a zero contribution. This
results in early elimination of beneficial features.

The algorithm is well suited to a decomposition of
the feature space. Small sets of related features can be
evaluated. The subsequent templates and feature
contribution metrics can be merged. This assists in
correcting the later feature bias while sacrificing the
ability to detect redundancy between the selected feature
subsets. This decomposition is also well suited to a
distributed implementation.

The algorithm is limited in the ability to process a
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class contammg a large number of samples. The
approach to reduce the sample space by clustering
resulted in a dramatic decrease in the discrimination
performance. Similarly, merely selecting a smaller
training set results in poor recognition as the algorithm
will overtrain to the small set of data. The division of a
large class into artificial smaller groups and combining
the results is a reasonable alternative. The division of
classes reduces the total computation time and allows
distribution of the processing while not adversely
impacting final recognition results.

The algorithm requires significant computing
resources. The largest problem set (-1700 classes and
-700 features) was not solvable with available resources
within a reasonable time period. The running time estim
ate for this problem was approximately 70 machine
days. The ability to decompose the problem into smaller
processes that can be executed in parallel on a
distributed set of processors partially mitigates this
problem. The restructured problem was executed in a
single day using seven machines.

6.1 Feature Universe

The existing ICR tool was configured with three sets of
features for these tests. Each set of features is based
upon a normalized image size of 60 by 60 pixels. The
first set of 192 features (Slice) is taken from the work
of Nakamura and Takahashi [10]. The character is
divided into 12 slices in four different look directions:
horizontal, vertical, upward diagonal, and downward
diagonal.Within each slice two by two pixel patterns are
analyzed, categorized, and summed.

A second set of 100 features (Mesh) was generated
using a simple mesh pattern. The mesh divides the
character into a ten by ten grid. The count of black
pixels is then summed within each grid.

The final feature set (LDC) consists of 400 features
described in [11] as Local Direction Contributivity. This
feature set consists of determining the black run length
in all four standard directions at every pixel. These
values are then averaged in a box area producing four
feature values per box. The same ten by ten grid is
used.

6.2 Few Classes, Many Features

The examination of the characteristics of the algorithm
was performed against a small set of 36 classes. The
data was taken from the ElectroTechnical Laboratory
ETL-6 Database. The 36 classes consisted of the
numeral and roman sets. 180 samples of each class were
selected at random to generate the training data set, Of
the remaining samples an additional 180 were selected
as the test set.

Tables 1 and 2 provide the recognition accuracy of
the feature selection model. Table 1 compares the
accuracy of the new algorithm vs. the accuracy of the
old recognition engine. The new model reduces the
feature set and slightly increases the recognition
accuracy when all features are considered. However, the
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Table 1: ICR Results

Testcase Feature Accy Test Accy
Width Train

Old - Slice+LDC+Mesh 692 96.72% 9558%

New - Slice+LDC+Mesh 506 97.19% 99.91%

Old - Slice 192 98.50% 98.04%

New - Slice 113 96.84% 100%

new algorithm corrects only partially for the peaking
phenomenon observed in the old model. This can be
determined by the loss of accuracy in comparison to the
old model when considering only the slice feature set,
The results presented for the new model are after two
passes through the feature selection algorithm.

Table 2 compares four possible recognition schemes
using the new algorithm. Four pairs of figures are
provided. Each pair represents the accuracy against the
training data and against the test set As part of the
evaluation of a feature, the feature's contribution metrics
are generated at the view level. The view level metrics
are then aggregated into class level metrics. The class
metrics are then aggregated into contribution metrics
across the entire sample space. The ICR engine can use
the feature contribution metrics from each of these three
levels. The final pair of statistics use the raw distance
measure without applying a contribution weight. The
implementation considered the slice feature set as a
single input dataset The data presented is for a single
pass through the feature selection algorithm. Table 2
indicates that the confidence metrics do not contribute
to the recognition accuracy of the final engine. Note that
for all subsequent tables and graphs accuracy numbers

Table 2: lCR Results

Evaluation Model Accuracy Accuracy
Test Train

View Confidence 87.64% 97.45%

Class Confidence 91.66% 99.97%

Set Confidence 95.04% 98.93%

Equal Confidence 96.12% 99.97%

are presented using the view confidence values unless
otherwise noted.

As can be seen from Figure 3, the algorithm can
quickly reduce the feature set with only a slight loss of
accuracy. Each point in the graph represents an iteration
through the feature selection algorithm. The graph only
considers the slice feature set, As can be seen in Table
I, the total accuracy is slightly worse than the baseline
results from the original ICR tool (Slice features).
Examination of Figure 3 and Table 1 implies that the
discriminants selected tended to include noise patterns
common to the training samples but not universally
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generation of the feature metrics. The results indicate
the seperation of the class into smaller subclasses does
not adversely effect the recognition rates, as long as all
samples are considered. The significant loss of accuracy
occurs only once data reduction (using the clustering
tool) takes place. The data reduction scheme needs to
be examined to determine if it can be corrected. The
current behavoir indicates that the more samples that
need to be merged into a single representative sample
using our scheme, the worse the final recognition rates

Figure 4: Division of S+
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will result in a suboptimal feature selection. Table 3 also
demonstrates the wide variation in recognition accuracy
that can result merely due to feature ordering.

The algorithm is severely restricted on the allowable
size of the positive sample set The implementation
restricts S+ to 32 samples and will apply a data
reduction method to reduce the class down to this
number if additional samples are provided. The number
of samples can be further restricted by the researcher.
Smaller number reduce computational time significantly
(see Fig. 8). Each graph indicates the actual data
reduction point for the particular trials represented.
Since the running time is not linear in relationship to the
size of S+, the ability to combine separate testeases into
a final recognition algorithm was utilized to mitigate this
problem. Figure 4 compares the accuracy of the
algorithm when the slice feature set is examined as a
single set versus the additive results of the sample space
divided artificially into separate subclasses. For each of
these iterations the classes within S- and S+ were data
reduced (if necessary) down to at most 20 samples. The
data was gathered by dividing the 180 samples into
groups. The resulting template vectors and confidence
values were merged to generated a final template.

Figure 4 indicates that independent runs against
large classes are desirable up to the point that data
reduction is required. The increase in recognition
percentage is significant However, the reduction of
class size decreases the CPU requirements for
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I
Feature Accy Test Accy
Width Train

Slice 113 87.9% 97.5%

Mesh 95 82.6% 96.8%

LOC 298 74.8% 99.9%

Slice, LOC, Mesh 214 87.5% 99.9%

Mesh, LOC, Slice 151 91.0% 100%

Mesh, Slice, LDC 292 74.8% 1000/0

Slice+Mesh+LDC 506 95.8% 99.9%

Table 3: Merging of Results, View Confidence
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Figure 3: Peaking Phenomena

large number of features which are greatly variable by
noise accentuate this shortcoming.

The algorithm is biased to features which occur at
the end of the real vectors. Table 3 depicts the
recognition accuracy of the three feature sets considered
individually and as a set The first three data points
correspond to the accuracy of the recognition engine
when each feature subset is considered by itself. The
next three lines examine the entire feature space at one
time with the features being presented in different
orders within the real feature vector. The implemented
algorithm was incorporated into the ICR engine in a
manner that would allow the merging of independently
evaluated feature sets. The final data point represents
the three feature set considered separately and then
merged prior to the recognition.

As shown in Table 3 the examination of each
feature set individually and then merged results in a
better recognition engine. It is important to note,
however, that any correlation between individual
features from different sets is lost. This information loss

present. The small number of samples per class and the
Slice Peatures, ViewConfidence.No Reduction

210



,.oo~---':----'-----'-----'-------l
10 IS

Samples Per Group

-... Training Data -.- Test Data
~: Rodlaaion....ultsed ....ben > I' s.tlpIn ....ailabk: buI..-coddowalO 1::.s-.pIa

10

e-,
60

~ j
~ ..

,.

.'" Slice Featu=. View Confidence, Reduction at > 15 Samples (See note)
will be for the [mal ICR engine. It is beleived that a
better method of representing the clustered samples will
alleviate the problem.

Next. the optimal number of buckets to use when
creating binary vectors was examined. Figure 5 presents
the recognition accuracy of the slice feature set when
the number of division points is modified. When the
number of buckets was limited to two buckets the
ability to distinguish samples within S+ from S- was
greatly degraded. For this data point many classes
became indistinguishable using the algorithm. The
remaining trials (three through eight) indicate that the
number of buckets does not significantly impact
recognition performance. The number of buckets did,
however, influence the algorithm's ability to reduce the
feature space rapidly. With three buckets the first pass
resulted in the removal of 39 features, eight buckets
removed 83. The anomaly that appears at five buckets
suggests that the algorithm is sensitive to the position of

Figure 6: Accuracy vs, Samples
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Character Database from the Center of Excellence for
Document Analysis and Recognition at SUNY Buffalo.
The samples within the "Book" data set were used for
this analysis. The total number of samples in this set is
58,970. Ten percent of each class was reserved to test
the final engine. The remaining 90 percent was used as
the training data set, Those codepoints that had only
one sample were included in both data sets.

The size of the Kanji case represented the major
difficulty in processing the data. Figures 7 and 8 provide
some performance metrics that give an indication of the
total running time of the algorithm. Figure 7 presents
the increase in running time for a single twenty sample
class as the number of features examined increases. The
three lines represent the minimum, average, and
maximum processing time for the class. Note that the
minimum time is acutally due to the enhancement to the
algorithm with detects classes within which subclasses
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the bucket boundaries. A better binarization mechanism
is a topic for further research.

Finally, Figure 6 represents the accuracy of the
algorithm based upon the number of samples within the
classes. The first N samples were selected from the
available 180 samples. The accuracy of the algorithm
was then measured against these class sizes. The results
indicate that better results are achieved with larger class
sizes. Once again, the data reduction algorithm
interferes with recognition results and accounts for the
dramatic loss of recognition rates.
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The final objective of the study was the improvement of
an existing ICR engine that handled a Kanji case. The
desired Kanji case consisted of a 1691 classes. Data for
this case was taken from the 1994 CEDAR Japanese
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vector. The most dramatic case would occur if there
were two perfect features for separating a class from all
others. Either feature alone is sufficient for perfect
discrimination. The algorithm would only detect the
later feature and not attribute any significance to the
first It has been proposed that by repeating the within
class feature evaluation and temporarily dropping any
features which were significant on earlier passes it
might be possible to more accurately distribute feature
contribution metrics.

Another area to examine is in the area of
binarization. The current binarization scheme divides the
range of values for a feature into evenly spaced
thresholds. These thresholds do not take into account the
distribution of the feature values within the range
[minimum, maximum]. By setting thresholds that divide
the range into sections that actually separate classes, it
would be possible to enhance the final evaluation model.

A third area that is being improved is the data
reduction algorithm for large classes. A clustering
mechanism that does not interfere with the fmal
recognition accuracy will significantly alter the results
presented in Figure 4 and Figure 6. An effective data
reduction tool should also reduce the influence of noise
on the algorithm.

I
Evaluation Model

I
Feature

I
Accuracy

IWidth Test

Old Method - Slice 192 97.7%

New Method - Slice 126 92.5%

Table 4: Kanji ICR Results
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The current study indicates that the largest weakness of
the base algorithm and implementation is a dependance
on feature order. The algorithm is biased towards
features presented later in the original real feature
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will not be detected. Figure 8 represents the average
processing times for a class based upon the. number of
samples within the class. Note that the scale on the
figure is logarithmic.

Given these two performance indicators it was not
deemed feasible to perform the evaluation of the entire
692 wide feature space using 32 samples per class. The
slice feature set was performed and the class size was
limited to 15.

The results of the final Kanji run are presented in
Table 3. The feature reduction for this large case is
similar to that of the smaller scenario. Similarly, the
algorithm resulted in a lower recognition rate. This was
expected as the slice feature set alone does not appear
to be beyond the peaking point for the old method. The
method is valid for the large case. Additional
investigation is required to confirm the ability to merge
results from different feature sets to improve the engine.
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Abstract: Text recognition systems have traditionally been developed to take advantage ofspecific
features of the script or language they were developed to recognize. As a result such systems are hard to
adapt to recognition ofa new language, especially if that language uses a different script. In this paper
we present LITRE, a character recognition system that has been developed to be independent ofany
particular language or script. The algorithms in LITRE are not tailored to any specific language, but
they allowfor their parameters be set externally for recognition ofa specific script. Hence new
languages can be added to liTRE without any programming changes. LITRE has been tested on
English, Burmese, Lao and Thai and is currently being tested on Vietnamese. We also present how
LITRE deals with complex scripts, which place individual characters not only beside each other, but
also above or below each other.

1. Introduction
Traditional text recognition systems have been developed to work on a single language or a single

script, in order to take advantage of characteristics of that language or script. As the need to recognize a
wider variety of languages increases, the ability to reconfigure a system to a new language becomes very
important. We have developed an OCR system, LITRE, that separates a language independent
recognition engine from a language dependent configuration specification, so that the language dependent
portion can be modified without any programming or re-compilation.

Commercial and academic research in text recognition has centered on languages based on the
Latin script, with some work also done on Cyrillic, Hebrew, Arabic and ideographic scripts. The design
of LITRE allows for recognition of scripts with a higher level of complexity in character placement,
Scripts such as Burmese, Lao and Thai allow the placement of a character or a tone mark above or below
another, in addition to placing characters next to each other. Therefore, the segmentation algorithms must
be capable of segmenting words into characters horizontally and vertically. The horizontal segmentation
produces individual characters, which don't have any neighbors above or below, or stacks of characters
that is, characters that make up a vertical column. Next, the stacks of characters are segmented vertically
into individual characters. Without the capability to segment character stacks into characters, it becomes
necessary to consider all possible combinations that can make up a character stack, when recognizing a
character stack segmented out of a word. In many scripts the number of such combinations may be too
great to allow reliable discrimination between character stacks by the recognition engine.

The LITRE system recognizes zones of text, which are assumed to be extracted from the page
and pre-processed by a separate system. LITRE segments the text zone into lines, words and glyphs. A
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glyph is usually a character, but we permit the glyph to be two or more characters combined or a part of a
character that can be recognized as a single entity and later reconstructed into individual characters. The
segmented glyphs are recognized and assembled into a text stream by a contextual postprocessor. The
contextual processor may detect poorly recognized glyphs and request a re-segmentation from the
segmentation module. Re-segmented glyphs are recognized and considered for inclusion in the output
text stream. The contextual processor may choose glyphs other than the top choice of the recognition
module based on bi-gram data for the language. The contextual processor can also use an error modeling
file, in which the user can specify hints on dealing with common difficulties in the language.

2. Modules in LITRE

LANGUAGE
SPECIFIC

CONTEXTUAL
ANALYSIS

LANGUAGE
SPECIFIC

GLYPH
RECOGNITION

LANGUAGE
SPECIFIC

GLYPH
SEGMENTATION

LANGUAGE
SPECIFIC
MODULES

Image of

"
Text Region

"
Glyph LANGUAGE- t--

" Segmentation
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Contextual LANGUAGE- I---- Analysis
SPECIFIC t-CONTEXTUAL
ANALYSIS t-

Output Text Stream,,

Feedback
. for

Multiple
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Figure 1. LITRE Character Recognition System

LITRE consists of three main modules: Segmentation, Recognition and Contextual
postprocessing. Each module is independent of the language or script to be recognized and can be
configured for a specific language through a configuration file. Segmenter's configuration file specifies
which algorithms should be used to segment words into glyphs and the parameters for these algorithms as
well as parameters for line and word segmentation algorithms. Classifier's configuration file specifies
which neural network configuration should be used. Context's configuration file specifies the parameters
for its algorithms, an optional bi-gram file for the language and an optional error-modeling file. The error
modeling file can be used to specify errors frequently made by the system and to suggest corrections for
these errors.
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3. Segmentation
The segmentation module used in LITRE performs segmentation of the input image - first into

lines, then words and last glyphs. It also allows iterative segmentation - it can provide alternative
segmentations for specific areas in the word if requested to do so. The segmentation module assumes that
the input image contains only text, and that it has been de-skewed.

The line segmentation algorithm segments the image into horizontal lines of text. As this process
is the same for nearly all languages, only the algorithm's parameters can be adjusted in the configuration
me. Similarly for word segmentation, it is broadly the same for all languages', and its parameters can be
adjusted in the configuration file.

The process of character segmentation is far more complex, as it must separate characters that
may be touching or broken and can appear above or below each other as well as besides each other. The
segmentation module offers several character segmentation algorithms, from which a subset may be
selected in the configuration file. Therefore, if a language contains characters that may appear above the
main character, the algorithm to segment characters vertically must be selected. The configuration me
allows selecting these algorithms as well as specifying the parameters for them.

Segmentation of touching characters presents difficult challenges most of the time, as it is very
hard to tell without recognition, whether an image contains two touching narrow characters, or a single
wide character. Moreover, segmentation errors are the hardest errors to recover from - recognition of
isolated machine printed characters is very reliable, and even when a character is misrecognized, the
correct answer can frequently be retrieved by examining the second choice of the recognition engine.
Therefore, we found it necessary to provide a mechanism for detecting and recovering from segmentation
errors by allowingrequests for re-segmentation of characters. .

The re-segmentation process is driven by requests from the contextual module. Characters with
low recognition confidence are specified for re-segmentation. Then, the segmentation module re-analyzes
the area of the image from which the original characters were constructed and provides an alternative
segmentation of this area. The re-segmented characters are recognized and considered for replacing the
original characters. This process can be carried out several times. The re-segmentation process is
intrinsically independent of any language, and the system allows for setting its parameters.

The segmentation module can be configured to under-segment, if under-segmented glyphs will
result in a set of glyphs that can be reliably recognized. For example, under-segmentation might lead to
construction of glyphs containing two characters. If the set of possible two-character glyphs is limited,
the neural network in the recognition module can be trained to recognize such glyphs and the contextual
module can then place the characters corresponding to the glyph in the output text stream. Thus when
configuring LITRE for a specific language it is not necessary to insist on perfect character segmentation,
if under-segmentation can be corrected by recognizing multiple-character glyphs.

lSome languages, suchas Thai,do not have spaces betweenwords. The segmenterbreaks up the lines into "chunks" at the
visiblespaces.The visiblespacesdelimit the actual words in most languages, but in somelanguagesthe chunksmay haveto
be broken up into wordsduringcontextual analysis.
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Input text:

Under-segmentation:

Desired segmentation: 10
Under-segmentation is OK if q

can be recognized as a single glyph

Figure 2. Under-segmentation can be OK in some cases

4. Glyph recognition
The glyph recognition module recognizes each glyph found by the segmenter module using a

neural network, and it returns a list of its recognition candidates. This module can be configured for any
language by training a neural network to recognize the set of glyphs for this language. As mentioned in
the segmenter module description, the set of glyphs used to train the network need not be limited to just
the individual characters in the language - combinations of two or more characters in a glyph can also be
included as glyphs for training the network.

The recognition module supports a hierarchy of neural networks to perform recognition. This can
be useful if the recognition module must recognize a large set of glyphs. In this case, the set can be
partitioned into several classes of glyphs, according to their similarity, and a separate network can be
trained to recognize each class. In addition a top-level network must be trained to determine which
partition a glyph belongs to. Then the recognition process first runs the top-level network, which
determines what partition the input glyph falls into. Next, the network for that partition can be run,
determining the class of the glyph. In this process the individual networks can be smaller and thus run
faster. Also, the division of the entire set of glyphs need not be a perfect partition - the classes can
overlap, especially for the glyphs that are frequently misrecognized by the top-level network. If the top
level network has trouble placing a certain glyph in its partition, and sometimes places it in another
partition, that glyph can be added to the second partition, so that it can be still recognized despite the
failure of the top-level network. Typically there might be about 5 such glyphs in a set of 100 glyphs.

For the languages that we have tested, we were able to train neural networks on synthetic data.
That is, glyph images were constructed from TrueType font descriptions in various fonts and point sizes,
and then artificially degraded using Baird's degradation model.

5. Contextual postprocessing
The contextual postprocessor collects recognized glyphs and constructs an output text stream

from them. In this process it applies contextual correction rules and considers glyphs for re-segmentation.
If any glyphs are re-segmented it examines whether the re-segmented alternatives are better than original
alternatives for inclusion in the output stream.
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The first step is construction of the output text stream from recognized glyphs. The glyphs are
first combined into stacks, if they overlap vertically, or into words (chunks) if they don't overlap
vertically. The stacks are sorted according to the rules for the given language - each language that allows
characters to be above or below one another, specifies in which order the characters must appear in a text
stream. For example, in Thai the baseline character comes first, then the vowel above, then tone mark
above and last, the vowel below baseline. Also at this step, the glyphs representing multiple characters are
marked with the sequence of character codes that they contain.

After the sequence of characters for a word (chunk) is constructed, the contextual module looks
for glyphs with low recognition confidence and requests a re-segmentation for them. After re-segmented
glyphs come in, a DAG (directed acyclic graph) structure is constructed to represent the alternative
segmentations. The edges in the DAG are weighted by their combined confidence (segmentation,
recognition and bi-gram) and the path with the smallest average weight is found. Because the paths in the
DAG may have different lengths, we must look for one with lowest average weight as opposed to lowest
absolute weight

Input text

Initial segmentation: s-p-i-ff

'l' is a second choice for 'i';

'ff is recognized as 'H' or 'K'

First re-segmentation: i-ff changed to if-f

'if is recognized as 'K' or 'R'

spiK - 0.73

spKf - 0.73

Avgweight:

spiH - 0.74

0.90 iff 090
sp '. Second re-segmentation: initial ff split to f-

Figure 3. Best segmentation for a word is the best path in the DAG structure

Lastly, user-specified hints are processed along the best path in the DAG. These hints may take
into the account errors that can be frequently made by the system and suggest correction for these errors.
For example, the English character 'W' might be cut down the middle into two 'V's. In this case the user
can specify that whenever two 'V's are found, they should be combined and recognized as a single
character, and if that character's confidence as a 'W' is better than two 'V's, then choose W' for the final
output. These user specified hints can also be placed in the context of neighboring characters. For
example, in order to help avoid the confusion between 'r' 'n' and 'm', a rule could be placed to search for
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occurrences of the substring 'b' '0' 'm' 'e' and when it is found, change the 'm' into r' 'n', As the substring 'b'
'0' 'm' 'e' does not occur in any English words, it is reasonable to change it to 'b' '0' 'r' 'n' 'e', which occurs
in several words.

6. Languages tested
LITRE has been configured to recognize four languages, each using a different script - English,

Burmese, Thai and Lao. Currently Vietnamese is being configured - it is based on the Latin script, with
several additional diacritical marks that can be placed above or below vowels. Because of a very limited
set of test data we were unable to thoroughly test the recognition accuracy for these languages. From the
data that we had we can anticipate recognition in the range of 98-99% for reasonably clean English
documents, approaching 100% for perfectly clean documents (without touching or broken characters).
For Thai, Lao and Burmese, the recognition ranges from approximately 93% on fairly clean documents to
99% on perfectly clean documents. By fairly clean documents we mean documents with up to about 25%
characters touching. We have not tested LITRE on images with a large number of broken characters.
Currently we are preparing to test the recognition of English language on the UW-II database.

Example Burmese text: B~Q ')07028 ~61<.D'1llioSo~OJ ')

Example Lao text:

Example Thai text:

Gm~umU~WGU~UU~~~~~UG~~~13Mtu
'IJ.. "c::.. Q,.I <C:lt <V iI Q.,f

W~AjJtJYlWr~~WW

Figure 4. Examples of complex script texts

7. Conclusions and future work
We have demonstrated with LITRE that it is possible to recognize different scripts and languages

with the same system, by adjusting a set of external parameters. We have also demonstrated the ability to
recognize complex scripts such as Thai, Lao and Bunnese. LITRE incorporates techniques such as
multiple character segmentation algorithms, hierarchical neural networks, iterative segmentation, bi-gram
processing and user-defined error correction hints.

However, LITRE still needs some work to make it a state-of-the-art recognition system. The
biggest needs lie in the segmentation system, whose performance is currently the biggest limiting factor
on the overall performance, The character segmentation algorithms do not compete for segmentation, but
instead are tried in a fixed order until one of them succeeds. Making the selected algorithms compete for
segmentation should bring an improvement in character segmentation. Moreover, character segmentation
is currently based on connected components, with very limited means ofjoining two components to form
a character. Therefore, broken characters frequently cannot be segmented correctly. Lastly, re
segmentation of characters currently favors splitting characters first rather than weighing the advantage of
splitting versus joining. It should be modified so that it can select joining of characters when it determines
that this would more likely be a correct segmentation.

The character recognition module is fully developed and only minor improvements could be made
to it. One possibility would be to add the ability to use a set of neural networks for a language, or to
implement re-recognition. This might be helpful in recognizing specific classes of characters (such as
digits or uppercase letters) or specific fonts (such as italic or chancery). However, these improvements
would result in small gains in accuracy compared with improvements in the segmentation module.
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The contextual postprocessing module has some room for improvement. The capability of
postprocessing with a lexicon should be added and the user-specified error modeling should be expanded
to allow correcting errors in finding word boundaries. The current implementation of error modeling
allows for correcting only recognition and character segmentation errors. In addition, contextual
postprocessing currently cannot handle glyphs that make up only parts of characters. Modifying context
to handle this would allow the segmenter to separate, for example, a dot from the 'i', the recognition
module could recognize these glyphs separately and contextual postprocessor would reconstruct a
character 'i' from these two glyphs.

Overall, LITRE is a usable character recognition system capable of recognizing complex scripts
and fully tunable with external parameters. Several small improvements mentioned above along with an
automatic zoning and preprocessing modules can make LITRE a state of the art document recognition
system.
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Appendix A. Recognition Examples

f)17ttJ~'ril'lJl'lllJf)jlJL~:uif fY1lJ'1 'HtUL;jUQ~ftl'Hf)jj:Ufll 'l'WAil ihJVl
~ II ~ OlV I C::<l> d' II

jfljtJl~j1LJjl1JLLJ'ULLj ~-,JlumAfl! fY1U6ijtJl1'1tJ1F11ftVl7CUtJ-,JVlU

"liJLL~ftVlf ~71LJj11Jihrfl1i1~"l ~71LJ!11J' lLL~c=i1'Hit -,J'illf)f)ljVl1th11U

f)j)JO--Jflf']lJLtJU"l l'lOUvl'HU'HEr--J LL~fl'~fYtJLJ111UnLJL~tJ-,JCUtJ-,JAlftVljl'il116

16)j~ ftl'~f) ('i11J'WL~LJ!1-U1TfUefiVlLJCYf11ULL~~' U11!ftf)11f)~iJ) ~1LJ

li--Jiii1'ULLviL~O~~ Cif-,J'~~~rrhJ'W'iJfioU~L~ --J QJ()-JAlftVl11'ill!dl'l1~
I

'l1~f) 'il~'lJjlf){)LijU'H1T-,J€YO~~f)"11

Figure 5. Input Thai image

f11jCU~J'vi1LJ'Yl1'Uf)j].Jl~].J-d'~1'UL'Hflllti'4IPl~1'Hmj].Jfl1 i.'Ufl!ljj'UlPl
q w .J • Q.,I I ~ q I (1' II

jmln~711Jjl].Jl1J'UlLj -.J-.J1'U~lflfll~1'U"\jf)1'YllJ1f'llflIPl7CU-.JIPl'U

l31llfl~rrlPll~jl1Jjl].Jjjl.Yf1l ii.yfL~jl1Jjl].JL lllflril'HU-.J1:l1f1f11jl'i1LJ'Yl1'U

f1j].JO-.Jf1f1l:llti'UL'YllJLl~'H'U'H"'-.Jll~rn~~f)1J 'Yl1'Utl1Jl~f)-.J'Uf)-.Jf'l1~1Pl!11:l1!6

T~Cl'iAn('W:W'WLL~lJ71"Ul.Yf)leJilPllJ~fl1'UllCl~i.'U11!~fl1lf)~b) ~llJ

~-.J-d'll'UlL~l~ -.J'J91-.JL~i~'W].J'm I.LJrimJ~~-.J9jf)-.Jf'l1~1Pl!11:l1!at Wi
f111Pln-.u~LJ!lfl'lQ uti'U'H'U-.J~f)~-.Jrn1l

Figure 6. Recognition results for Figure 5

m1J1'lN'tnuLii&31n'um,inui:Joh'~1n'
un1tmi1uii~n'~'u'lfuflo'tJ

Figure 7. Thai input image

fll1:WlLJ'UTLJi.'Uljjf)-.Jl!lL'ULJ1:lLifuLliIf)lJ~t ~~-.J'H"'IPl~-.JLl 'Ult

'Uf11!~lL'W'UiillPl'Uf)-.JL!lt~'Jf)fl3-.JL'U~~'WnLLJ

Figure 8. Recognition results for Figure 7
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"Maybe I keep a diary. Maybe I just have a good memory. Either way, I
know the date this happened. Maybe one of my staffers checked the records
of the pharmacy, and maybe the medication she took had a label on the bot
tle, one that says don't drink while using these capsules. I didn't know that.
Roger. When I have a cold-well, back then, anyway, I used brandy. Hell,"
Kealty admitted, "I used booze for a lot of things. So I gave some to her, and
she became very cooperative. A little too cooperative, I suppose, but I was
half in the bag myself, and I figured it was just my well-known charm,"

Figure 9. English input image

"Maybe I keep a diary. Maybe I just have a good memory. Either way, I
know the date thi s happened. Maybe one of my staffers checked the records
of the pharmacy, and maybe the medication she took had a label on the bot
tle, one that says don't drink while using these capsules. 1didn't know that,
Roger. When I have a cold-ewell, back then, anyway, 1 used brandy. Hell,"
Kealty admitted, "I used booze for a lot of things. So 1gave some to her,and
she became very cooperative. A little too cooperative, 1suppose, but 1 was
half in the bag myself, and 1 figured it was just my well-known charm."

Figure 10. Recognition results for Figure 9
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Miscellaneous Document Understanding
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Document Understanding Interests of the FBI

John D. Hoyt
FBI on detail to ARPA

ARPA DoDjDoJ Joint Program Group
3701 N. Fairfax Drive
Arlington, VA 22203
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Document Conversion Architecture

Robert H. Thibadeau
Robotics Institute

Carnegie Mellon University
5000 Forbes Avenue

Pittsburgh, PA 15213

Abstract
This talk will overview the three major initiatives of the Imaging Systems Laboratory in document con

version: The Feature Center Non- Text Conversion Architecture for Technical Publication Analysis, Chinese
Document Conversion, and Korean Document Conversion.
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Unconstrained Handwritten Text Recognition

Sargur N. Srihari Venu Govindaraju John Favata
Center of Excellence for Document Analysis and Recognition

State University of New York at Buffalo
Amherst, NY 14228

Abstract
Machine recognition of handwritten text is a three

stage process. The three stages in a text recogni
tion system are: (i) segmentation, concerns extract
ing words from a block of text, (ii) word recogni
tion, concerns handwritten word recognition algo
rithms with and without a dictionary and (iii) post
processing, concerns using linguistic constraints to
improve recognition performance.

This project is concerned with implementing tech
niques for handwritten text recognition that will en
able automate processing of handwritten text in a
variety of documents spanning several commercial
applications. The emphasis will be on segmentation
and developing methodologies for automated recogni
tion of entire sentences.

1 Introduction

The thrust of the research is twofold. First, to
improve upon existing methods of word separation
which use spatial cues alone, and secondly, to de
velop methodologies for recognition of entire sen
tences. The methodology involves the following sub
tasks (Figure 1): (i) implementation of a domain
independent technique for word separation based on
spatial distance metrics alone, (ii) use of word recog
nition to evaluate various word separation hypothe
ses, (iii) use of language models and other domain
specific knowledge to improve performance. The ef
ficacy of the proposed system will be demonstrated
on diverse applications.

Following is a brief summary of the issues involved
in the areas research being pursued in the project.

1.1 Segmentation
Most previous work in recognizing text assumes that
words are already isolated or that isolation is trivial
or that words are written in boxes whose location is
known. Few published reports describe methods of
separating words in unconstrained handwriting.

Deriving a computational methodology for word
separation is quite complex as can be demonstrated
by the examples in Figure 2. Humans use several
cues to perform word separation: (i) spatial separa-
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tion between components, (ii) presence of punctua
tion marks, (iii) presence of upper case characters
following a string of lower case characters, (iv) tran
sition between numerals and alpha characters, and
(v) actual recognition of words prior to word sepa
ration. Among these, the cue of spatial separation
is most commonly used.

The commonly adopted computational approach
to word separation using spatial distance cues con
sists of the following steps: (i) determine the con
nected components in the given line, (ii) compute
the distance (or gap) between pairs of adj acent com
ponents, (iii) sort the gaps in descending order of
magnitude, and (iv) classify the gaps into inter-word
gaps and inter-character gaps by choosing a thresh
old. Gaps greater than the threshold are deemed to
be word separation points.

Computing the distance between adjacent com
ponents ((ii) above) is an open issue which warrants
further research. The objective is to obtain an es
timate of the inter-component gaps as perceived by
humans. The simplest estimation method computes
the distance between bounding boxes of connected
components, where the bounding box of a compo
nent is defined as the smallest horizontal rectan
gle enclosing the component. The second method
uses run-lengths and euclidean distances between
connected components. A variety of other metrics
have been experimented with (section 3.1.1). Each
method is prone to fail on certain categories of input
lines.

Methods based on spatial cues alone have limited
success for two reasons. First, handwriting does not
necessarily adhere to the rule of placing larger gaps
between words than between characters. Second, the
perceived space between components cannot be eas
ily estimated by a I-dimensional scalar metric. Fig
ure 2 illustrates the necessity for incorporating cues
other than spatial ones in order to separate words
correctly in different applications.

1.2 Word Recognition
Offline machine recognition of isolated handwritten
words, especially cursive script, is a complex prob
lem. The problem is made tractable only when con-
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strained by a lexicon which is a list of possible words
that includes the truth or identity of the image as
one of its entries. Research in offline handwritten
word recognition (HWR) has traditionally focused
on relatively small lexicons of the order of 10-100 en
tries. Recognition rates of 95% and above have been
achieved for offline HWR with such small lexicons.
For larger lexicons of 1000-2000 entries, both recog
nition performance and efficiency are significantly
lower.

Implementations of algorithms for word recogni
tion are often called word classifiers in the literature.
An offline word classifier typically accepts as input
a raster image of the word and a lexicon of possible
words and returns a ranked list of words, sometimes
with corresponding confidence values. Classifiers for
handwritten text may be classified broadly as be
ing holistic or analytical in paradigm. In the former,
recognition is performed on the word as a whole and
there is no attempt to segment or identify individ
ual characters. Analytical classifiers regard words as
sequences of smaller, simpler units. The word is seg
mented implicitly or explicitly into "segments" (also
referred to as "pseudo-characters" or "graphemes")
and recognition is performed at this intermediate
level. The labels assigned to the individual segments
(or groups of segments) are then matched against en
tries of the lexicon. In general, holistic approaches
for offline HWR are highly susceptible to changes in
word shape, and lack the discriminatory power of
analytical approaches.

When multiple classifiers or experts are available,
recognition performance on larger lexicons can be
improved by combining classifiers at the decision
level. The parallel combination of classifiers has re
ceived considerable attention in recent times. Voting
schemes, rank-based schemes such as Borda Count,
and theories of evidence combination such as Bayes,
Logistic Regression, Fuzzy Integrals and Dempster
Shafer have been applied to combine classifiers at
the abstract, rank and measurement levels.

In contrast, the serial combination of classifiers
has received relatively less attention from the Pat
tern Recognition(PR) community. In a typical serial
combination of two classifiers, a fast classifier - the
reducer - is used to reduce or filter the lexicon as a
preprocessing step for a better and generally slower
classifier - the recognizer. Serial combinations have
been used in the past primarily for reasons of effi
ciency - either to make a recognition task tractable
when the original lexicon is very large, or to improve
the throughput of a HWR system [5]

1.3 Report Organization
Section 2, current status of the project describes
the accomplishments since its commencement. Sec
tion 3, future goals, discusses the methods we pro
pose for handwritten word separation and the over
all methodology for text recognition. Section 4 gives
some conclusing remarks.

2 Current Status

Following accomplishments have been made thus far
on the project.

1. Initiated an investigation into the problems in
volved in machine recognition of unconstrained
offline handwritten sentences.

2. Developed an overall methodology for the gen
eral problem of text recognition which initiated
work in several subtasks.

• line separation and word separation
• word recognition
• linguistic analysis
• scoring metrics

3. Implemented a software system which deals
with some of the issues of the overall text recog
nition task making two assumptions: i) writ
ing is predominantly cursive (as opposed to dis
crete) and ii) the vocabulary is limited to 2,000
words.
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Figure 2: Handwritten text sample from the NIST database

4. Initiated the construction of a database of
handwritten sentences for training/testing. A
database of 100 images have been selected based
on the following properties:

• Images contain a single line of text, or two
lines that are well separated.

• Lines do not have stray markings from the
lines above and below it. It is to be noted

'that the images in the database were ex
tracted from the image of a full page of
text. Large handwriting resulted in the in
dividual text lines touching each other.

• Writing style is predominantly cursive.
• Words in the image are well separated and

are not pathological cases for the word sep
arator.

• Sentences do not contain digits and punc
tuation which are currently not handled
adequately by the word recognizer

2.1 Word recognition
We performed an experiment involving three word
classifiers, two analytical in paradigm and one based
on holistic features, and a lexicon of approximately
1700 words (see 3.3). The aims of the experiment
were threefold: (i) to study the potential of serial
combinations of classifiers to improve recognition
performance on large lexicons, (ii) to study the influ
ence of the reduction performed in the first stage on
the recognition performance of the combination, and
(iii) to study the influence of relative orthogonality
of the features used by the reducer and the recog
nizer on the recognition performance of the combi
nation.

We found that the combination of the two analyt
ical classifiers gave more than a 10% increase in top
choice recognition performance over the top choice
recognition performances of either of the two classi
fiers (the classifiers performed at approx. 70% on the
lexicon of 1700 words, their serial combination per
formed at 83%). The serial combination performed
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better than two popular parallel combination meth
ods - Borda Count and Logistic Regression - and
was computationally less expensive. The holistic
analytical serial combination showed promise, but
its recognition performance was limited by the lower
performance of the holistic classifier.

In conclusion, serial combination of classifiers is a
new and effective method for dealing with degraded
recognition performance on larger lexicons in real
world word recognition scenarios.

The performance of a serial combination is a func
tion of the reduction and recognition performances
of the two classifiers in combination, the extent of
first-stage reduction, as well as the relative orthog
onality of their features. Given a set of word classi
fiers, the serial combination of the two individually
best classifiers may not necessarily be the best pos
sible serial combination. It is a reasonable conjec
ture that a serial combination of two classifiers with
less correlated features, such as a high-performance
holistic classifier with an analytical classifier, will
perform better than a serial combination of two an
alytical classifiers. Even with two classifiers having
correlated features, substantial gains in recognition
performance may be obtained for larger lexicons.

2.2 PENSYS: End-to-End System
Input to the end-to-end system (PENSYS) are "to
ken" images corresponding to different hypotheses
generated by the word separation module for a given
sentence image. When the sentence is on more than
one physical line, word separation hypotheses are
generated for each line separately. All token images
corresponding to a single page (or scan) are stored in
the same subdirectory. Corresponding to each page,
there are S sentences, each sentence s may have one
or more lines. Each line may have multiple word
separation hypotheses, and each hypothesis is com
prised of multiple token images. A token image in
the most general sense is the part of the line image
between two gaps that were adjudged to be inter
word gaps, and as such may contain the image of a



program include gap estimation and classifica
tion of gaps into word and non-word gaps. For
the former module, the Convex Hull metric (see
section 3.1.1) is used, and for the latter module,
the differences between consecutive gaps in the
sorted list of gaps is used.

2.2.4 Scoring mechanisms
The evaluation of the system performance raises

several issues. Given the truth of a sentence and
the system output, how can one measure the per
formance of the system such that the score com
puted reflects the accuracy of transcription? A sen
tence may be thought of as a string of words, and
hence standard string distance metrics are applica
ble. Hamming distance (match/mismatch at each
word position) is simple to compute but yields scores
that are not intuitive. One intuitive metric is based
on LCS, or the longest common subsequence of two
sentences. This metric extracts the longest sub
sequence of words common to the two sentences.
Words in the subsequence are ordered left to right
in both sentences, but do not have to be contiguous.
Th . len hLCSe score IS length truth)·

2.2.2 System performance
An image is said to be correctly recognized if at

least one of the ASCII interpretations is fully correct.
This implies that every word in the sentence should
be correctly recognized. The word separation is said
to be correct if all the words are correctly isolated.

Number of images: 117
Corrects: 11
Word separation errors: 15
Word recognition errors: 91

2.2.3 Performance analysis
Word separation did not perform well on noisy im

ages and on images with very few words. The latter
case occurred when the tail of a sentence was writ
ten on the next line by the user and identified as a
separate line by the line separation module. To cir
cumvent such problems, image "cleaning" and line
merging steps were undertaken before word separa
tion module is called. The separation module did
not detect punctuation (commas, periods and apos
trophes), which were either included as part of adja
cent words or marked as separate words. Both these
cases resulted in errors in word recognition.

word or parts of words.
Given a sentence from a particular scan to process,

PENSYS generates all possible word separation hy
potheses for the sentence by combining hypotheses
for each line in the sentence. Each of these sen
tence hypotheses is simply a linear ordering of token
images corresponding to one possible segmentation
of the sentence image. Word recognition is called
to recognize each token image and top K choices
for each token are compiled into a single file. This
file is input to syntactic postprocessing, which re
ranks the K choices for each token and also com
putes a new confidence for each word choice based
on the initial recognition confidence, word frequency
and syntactic category transition probabilities. The
new top word choices for each token are taken to
gether to form the sentence result for the hypothesis
in question. An overall sentence confidence value is
computed and assigned to the sentence result. The
sentence results corresponding to different sentence
hypotheses are ranked in decreasing order of confi
dence, and the best result is taken to be the output
of the system for the given sentence.

PENSYS can be called as a subroutine from a
master script that actually performs the word sep
aration. In its latest form, it provides options for
turning syntactic post-processing "on" or "off".

Alternate word separation hypotheses for a given
sentence image differ only in the presence or absence
of a few (~3) gaps. Therefore hypotheses have sev
eral tokens in common. PENSYS assigns a signature
(comprised of the start row, start column, number
of rows and number of columns) to every token im
age encountered, and the signature of a new token is
compared with the signatures of tokens in previous
hypotheses. A table of unique tokens and the corre
sponding results of word recognition are stored and
added to the table. When a token is encountered
that has been processed as part of a prior hypothe
ses, word recognition results are looked up in the
table rather than recomputed.

2.2.1 PENSYS subtasks
Following subtasks are performed:

1. Image cleanup: Removes small components and
stray ascenders and descenders.

2. Line separation: Input is a "clean" image that
contains a single line or two lines of text. Out
put is images of the individual lines.

3. Line merging: Input is 2 line images generated
by line separation, that are part of the same
logical sentence. Output is a single image with
the second line appended at the end of the first
line. This module is not called for images that
originally contain a single line of text.

4. Word separation: Input is an image of a line.
Output is a list of word separation hypotheses
(up to 5), where each hypotheses is a list of pos
sible words in the line. The key modules in the
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Example:
Truth:

Output:

LCS:
Score:

he keeps zipping in and out of
the house all the time
he e keeps apparently visit and
out of me hours all the himself

he keeps and out of all the
7/12 = 0.58



One drawback of the LCS-based metric is that
it ignores the length of the output. Edit distance
metric with editing operations of insert, delete and
substitute, (with fixed or variable costs assigned to
these operations) is another choice.

When all costs are set to the same constant, the
edit distance is equivalent to LCS. Complex edit dis
tance functions may be designed by making the costs
a function of the words. For example, the cost of
inserting or deleting a word is proportional to the
length of the word and the cost of substituting one
word by another.

PENSCORE script implements the general edit
distance, and is hence capable of computing the LCS
score as well as more complicated scores. Other
string distance metrics such as the proximity met
ric capture similarities and differences between two
strings that generalize edit distance misses. It may
be useful, for example, to capture a sense for the
number and length of phrases or contiguous chunks
of words that are common to the two sentences. To
the extent that humans construct the meaning of
sentences from the meanings of significant chunks of
words (and not from meanings of isolated words),
the recognition of chunks of words is an important
factor.

To summarize, the scoring system can measure
correctness at a purely lexical or syntactic level. Al
ternately, measures of semantic correctness can also
be incorporated into the score. The design of such
a scoring system is a topic of future research, and
will depend on the definition of correctness that is
appropriate to this project and the application see
nanos,

2.3 Linguistic Processing
We have tested a syntactic analysis algorithm which
ranks sentences based on part-of-speech (POS) tag
ging and POS bigram frequencies. Early tests of this
algorithm have indicated that it has many limita
tions. It is currently not included in the end-to-end
system.

Currently, a Viterbi algorithm re-ranks the am
biguity sets produced by one of the word recog
nizers (CMWR, see section 3.3). The Viterbi al
gorithm finds the best path through the ambiguity
sets, where each ambiguity set is the result of run
ning a word recognizer on a single word-position in
the input sentence.

However, what is required is a likelihood score for
each member of the set. A Baum-Welch estimation
method is being proposed since it considers all ambi
guity sets from the beginning of the sentence to the
current position (forward probability) and all ambi
guity sets from the current position to the end of the
sentence (backward probability).

1.75 million word corpus from Usenet newsgroups,
typifying the informal language which occurs in the
recognition input, has been collected. An efficient
method has been developed that compiles word
bigram and word-trigram statistics based on the cor-
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pus.

3 Future Goals

There are tasks proposed in three specific areas: (i)
word separation, (ii) sentence recognition, (iii) word
recognition, and (iv) evaluation.

3.1 Word Separation
We propose a framework for word separation that (i)
uses primarily spatial cues (and domain-specific non
spatial cues when available) to generate a ranked list
of word separation hypotheses or alternate segmen
tations of the line and (ii) incorporates word recog
nition for verification of hypotheses and in rare cases
for generating alternate new hypotheses.

Every word separation hypothesis or alternate seg
mentation of a given line divides the line into line
segments or tokens. A token t flanked by gaps p and
q has one of the eight possible syntactic structures
shown in Figure 3. Only one of the eight syntac
tic structures (shaded in Figure 3) corresponds to a
correctly isolated word.

Spatial cues are used in the Hypothesis Genera
tion module in order to generate a ranked list of al
ternate word separation hypotheses with associated
confidences.

If the best hypothesis has a confidence exceed
ing an empirically determined threshold Ts , the hy
pothesis is "finalized", and no further processing is
deemed necessary. For reasons of efficient process
ing, it is desirable that the majority of word separa
tion problem instances be solved at this stage. When
spatial cues are insufficient to provide a clear "win
ner" , word recognition and linguistic constraints are
used to evaluate each hypothesis in the ranked list
and suitably modify the associated confidences. The
best hypothesis is finalized if its new confidence ex
ceeds a threshold Tw .

In the rare event that no hypothesis is found sat
isfactory, a new word separation hypothesis is gener
ated by using word recognition with a sliding window
technique.

The input to this module is the binary image of
a line of text. The output is a list of hypotheses,
where each hypothesis is a possible segmentation of
the line into words. Two sub-problems are (i) the
estimation of gaps between pairs of adjacent com
ponents in the line, and (ii) the generation of word
separation hypotheses through the use of the gaps
obtained in (i).

3.1.1 Metrics for Gap Estimation
In this section, we address the following question:

given a pair of adjacent connected components, what
is a good estimate of the gap between them? We
begin by briefly describing three methods for gap
estimation that have been developed in CEDAR.

The first and most straightforward estimation
method computes the horizontal distance between
the bounding boxes of adjacent components, where
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Figure 3: Syntactic types of token samples contained in word separation hypotheses. There are at least 8 different
ways in which a token can be syntactically defined of which only one is correct. The incorrect tokens correspond
to over-segmentation as well as under-segmentation.

the bounding box of a component is defined as the
smallest rectangle enclosing the component.

The second method, denoted RLE..H2 [2], uses
run-lengths and Euclidean distances between con
nected components, and two heuristics HI and H2.
The heuristics handle cases where adjacent compo
nents do not have sufficient overlap in the x and y
direction.

The third technique approximates the gaps be
tween components by the distance between their
convex hulls.

& 00
(a)

~ank 0
,''/

(b) ,

@/~, ,,,

(c)

Figure 4: Inter-component gaps generated by (a)
Bounding box method (b) Run length based method
and (b) Convex hull based method

Figure 4 illustrates the gaps estimated by the
above techniques on two pairs of connected compo
nents.
Proposed Tasks: Recently, we performed a com
parison of the three gap metrics and identified some

231

problems with the convex hull based metric [3].
Since this method was found to be superior to the
other two in terms of robustness and performance,
our focus will be on improving the performance of
this method. The following information about con
nected components will be used in identifying the
particular pairs of components between which gaps
are incorrectly estimated: (i) structural details of
components, such as height, width, number of hor
izontal runs in the component, (ii) a ligature-based
discrimination of discrete and cursive text, and (iii)
shape of convex hulls, and an estimate of how they
fit within bounding boxes of components.

After identifying problematic component pairs, we
have the choice of simply modifying the convex hull
gap or obtaining a different gap estimate using a sec
ond gap metric, such as a run-length based metric.
The broader goal is to design an intelligent combi
nation of different gap metrics that will result in a
good speed/performance tradeoff.

3.1.2 Hypothesizers
The second part of our research focuses on the

use of inter-component gaps in isolating the words
in a line. The module which performs the above
task is referred to as a word separation hypothe
sizer. We use the term "hypothesizer" to highlight
the fact that the output of this module is a list of
hypotheses, where each hypothesis consists of a pos
sible segmentation of the line into words.

In the following discussion, we define a word gap
as a gap that separates adjacent words. Words are
then defined as the set of connected components that
lie between adjacent word gaps.

We begin by describing two techniques for word
separation that have been developed over the past
year. Both the techniques operate by sorting the
gaps in decreasing order of magnitude and by finding
a gap threshold such that gaps with magnitude above
the threshold are classified as word gaps and gaps
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Figure 6: Gaps in a text line and the sorted list of
gaps.

the graph correspond to the gaps between adjacent
words. The lower graph shows the sorted list that is
used by the methods to determine the gap thresh
old. The thresholds obtained by MAX method and
AVG method are shown in both the graphs. We
note that for the given line, the MAX threshold is
much higher than the AVG threshold. As a result,
a smaller number of gaps are declared as word gaps,
by the MAX method.

In Figure 7, the word separation hypotheses gen
erated by the two methods are shown. The "words"
proposed by the methods are each enclosed by a
rectangular bounding box. We see that the MAX
method considered many word gaps as non-word
gaps and hence grouped across true words, while
the AVG method performed the reverse operation.
Although the above example of a discrete line rep
resents a failure case, the next figure shows a line of
cursive text that is perfectly segmented by the above
methods.
Proposed Tasks: The first task is the evaluation
of the above methods on a large test set consisting of
discrete, cursive and mixed text. The purpose ofthe
evaluation is twofold: (i) to obtain an estimate of the
current performance, so that it can be used as a ref
erence in future comparisons and (ii) to identify pat
terns of lines that lead to errors in word separation.
In order to perform automatic evaluation, we need
to specify a truthing scheme and a corresponding
evaluation strategy. One possible truthing scheme
is to record the bounding boxes of the words in a
line and compare it with the output of the hypoth
esizers. Word separators can be evaluated based on
the expected number of correctly isolated words, and
the expected number of lines in which all words are
correctly separated. The latter is a very stringent
evaluation measure, since a line can be counted as
an error even if one of the words is incorrectly iso
lated.

The second task is to develop new and better
methods to classify gaps into word and non-word
gaps. To this end, we propose the following new
technique, as the first alternative to the existing
methods. The technique, which will be referred to
as the MODE method, is based on the assumption
that the variance between non-word gaps is much
smaller than the variance between the word gaps.
The assumption is valid for many text lines, includ
ing the example shown previously. Based on this as
sumption, the MODE method will cluster the gaps
in the lower end of the sorted list, so as to minimize
the variance. The exact measures used to quantify
variance, and the parameters involved have to be
ascertained, prior to implementation.

The third task is to define a "confidence measure"
for the word separation hypotheses. Since confidence
measures of individual modules play a significant
role in the overall system, it is advantageous that
such a measure be computed by the word separation
module as well. The task of assigning confidences to
word break hypotheses is decidedly non-trivial, and
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Figure 6 shows the gaps between adjacent com
ponents in the line shown in Figure 5 and the list
of gaps sorted in decreasing order of magnitude. In
the top graph, the k-th gap represents the gap be
tween components k and k + 1 in the line. For ex
ample, gap 4 represents the gap between the fourth
component, which is 'A' and the fifth component,
which is 'M'. Observe that most of the peaks in

below the threshold are classified as non-word gaps.
A key assumption made by the two methods is that
all word gaps are higher than all non-word gaps. The
difference between them lies in the manner in which
the gap threshold is computed.

The first method, referred to as the MAX method,
obtains the difference between adjacent gaps in the
sorted list of gaps. The largest difference between
successive gaps is assumed to occur between a word
gap and non-word gap. Based on this assumption,
the pair of adjacent gaps that yields the largest dif
ference is identified, and the gap threshold is set as
the larger of the gaps in the above pair. The sec
ond method, referred to as the AVG method, sets
the gap threshold to. be equal to the average inter
component gap. The assumption here is that gaps
strictly less than the average gap are non-word gaps.
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Figure 5: An example of a line containing many discrete characters.

merits careful analysis and research.
Statistics collected from training data are used ex

tensively in word recognition and character recogni
tion, but not in word separation. The main reason
for the omission of training statistics is that we have
not yet identified the exact parameters that are rel
evant to the problem. In the course of our research,
we hope to identify these parameters and use them
in word separation.

3.1.3 Recognition driven separation
Although the notion of using recognition confi

dences to drive segmentation is quite common in
segmenting a word into its constituent characters,
its natural extension to the segmentation of a line
into words has not been explored, as yet, by the re
search community. It is our thesis that such a con
trol structure can greatly enhance the performance
of text segmentation.

The starting point for this approach is a set of
gaps that is assumed to include all the true word
gaps in the line. Such a set may be obtained from
a hypothesizer such as AVG that is inclined towards
over-segmentation (Figure 7b). Alternately, such a
set may be obtained as the union of all the inter
token gaps in the generated hypotheses.

The set of gaps may be partitioned into two sub
sets: anchor and non-anchor (Figure 8). Anchor
gaps are those gaps which are large and the prob
ability of the gap being a word break approaches
1.0. For example, the gaps common to the different
hypotheses may be considered anchor gaps, and the
rest, non-anchor.

Figure 8a shows the general case where there is a
mixture of anchor and non-anchor gaps. An example
of the worst case - no anchor gaps - is shown in
Figure 8b.

The proposed solution is to consider a sliding win
dow approach to determine word boundaries. If we
sequentially group components of the line, from left
to right, and perform a recognition cycle on each
grouping, we can build a graph of possible word
boundaries for the line. This sliding window algo
rithm and the resulting word recognition results will
produce a graph of possible segmentations of the
line. Linguistic analysis can be used to determine
the best path in the graph which would correspond
to the most likely segmentation of the line. Rather
than consider all paths which could be computation
ally expensive, we can take advantage of any anchor
gaps in the line to reduce the number of paths that
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must be searched in the graph.

3.1.4 Role of linguistic processing
The role oflinguistic processing is significant when

dealing with specific applications, since richer lan
guage models can be constructed when the context is
known. For example, legal amounts on bank checks
are composed of words from a fixed lexicon of some
forty words.

At the character level, such a small lexicon is
devoid of many letter to letter transitions. It is
also likely that character statistics (learned from
corpora) can give useful information about word
endings and word-beginnings (e.g., the character
sequence "-i-n-g" signals a word-ending with high
probability) .

At the word level, similar transition statistics can
be used. One such notion referred to in literature is
that of collocations. Collocations are word patterns
that occur frequently in language; intuitively, if word
A is present, then with a high probability, word B is
also present in its immediate neighborhood. Collo
cations are categorized based on (i) the strength of
their association (mutual information score, mis 1 )

and (ii) the mean and variance of the separation be
tween them.

At this point we are considering only fixed colloca
tions such as rigid noun phrases (e.g., "computer sci
entist", "letter of intent"), and lexico-semantic collo
cations such as verb-particle pairs (e.g., "give up").
The concept of collocations can be used to advantage
in application domains where the handwritten text
is predominantly phrases of a few content words, as
in the case of data fields in census forms. Segmenta
tion hypothesis which result in high collocation score
are favored.

On the other hand, in the restricted domain of
bank checks, segmentation hypothesis which result
in minimal collocation score can be rejected. For in
stance, 'twenty twenty', 'one five', etc., are not plau
sible and hence alternate word separation hypothesis
should be chosen. It is to be noted, that such pairs
would pass the word recognition test but would fail
a test based on such linguistic constraints.

Further, the syntactic structure of the input is also
severely constrained in legal amounts on checks. For
instance, it is known that the words 'dollars' and
'cents' occur only once (if at all) in the text, and if
both appear, 'dollar' always precedes 'cents'.

1 . (A B) I P(A,B)
mts , = 092 P(A)P(B)
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Figure 7: The hypotheses generated by (a) MAX method and (b) AVG method.

3.1.5 Robustness
Non-spatial cues such as punctuation and average

letter width will be used. Robustness of the method
will be improved to handle the following kinds of
input:

• discrete style of writing, as opposed to predom
inantly cursive

• sentences with noisy components (eg. under
lines, stray ascenders, streaks etc).

• over-fragmentation of components, which result
in a large number of inter- component gaps.

• sentences where the patron did indeed allocate
more space for one or more characters than
words.

3.2 Sentence recognition
methodology

Word recognition and linguistic analysis verify word
segmentation in a hierarchical fashion. Top N word
segmentation hypotheses are considered where each
hypothesis is a sequence of connected components.
The hypotheses are ranked according to word gaps
generated by a distance metric. The word gap in
formation, along with word recognition and linguis
tic processing, is used to verify the word segmenta
tion. About 50% of lines encountered in text are
reasonably well behaved, and choosing top 5 hy
potheses allows for swift and accurate segmenta
tion/verification of the word breaks.

3.3 Word recognition
We propose to develop serial combinations of clas
sifiers to improve both speed as well as recognition
performance [5]. Hybrid combinations involve both
serial and parallel combination, and promise to im
prove recognition performance considerably.

Recognizers [6,7] will be enhanced to handle em
bedded punctuation such as hyphens and percentage
symbols, typographical errors, words not in the lexi
con, numerals and special symbols Word recognition
algorithms need to improve to yet higher levels of
performance.
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3.4 Evaluation
Develop semantic measures to reflect the under
standability rather than correctness in the strict
sense of transcription. Edit distance based metrics
for evaluation of recognition at the sentence level
need to be developed.

Confidence values must be returned along with
recognition results of a sentence. The confidence
value should take into account the reliability of line
separation, word separation, word recognition and
syntactic postprocessing. Performance of the sys
tem may then be evaluated at different reject rates
and a case may be made for a human-assisted (or
semi- automated) system for handwritten text.

4 Conclusion

We have implemented an end-to-end system (PEN
SYS) which takes as input a complete sentence. The
system performs word segmentation and word recog
nition. A live demonstration of the system is under
way.
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Abstract
Many Japanese Optical Character Readers

(OCRs) have been developed to meet specific needs
such as reading bank checks, forms and office docu
ments. Research at CEDAR is oriented towards de
veloping a general-purpose Japanese document recog
nition system. A fully automatic Japanese charac
ter recognition engine with omnifont capability has
been developed. The input to the system consists of
scanned Japanese document images (either 400 or
200 ppi). Automatic preprocessing deskews the im
age contents, and lifts text regions which are decom
posed into text lines and characters, and recognized.
The final output of the system is a ranked list of
classifier decisions for each character.

We also describe the new Japanese character
image database developed for system training, at
CEDAR. This database consists of approximately
180,000 labeled character images from over 3000
categories, extracted from diverse document im
ages. Results of our system on this machine-print
Japanese document and character database are also
presented.

1 Introduction

The goal of Japanese optical character recogni
tion research at our research center is to develop
a highly accurate preprocessing, segmentation and
recognition methods for hand-print characters, as
well as for machine-print characters in diverse qual
ity Japanese documents. Although many charac
ter readers are commercially available, intensive re
search is still being conducted to improve accuracy
and data throughput.

A brief survey of research in Japanese OCR is pre
sented in Section 2. The remainder of this report
gives an overview of the research topics addressed
in the Japanese OCR project at CEDAR. Section 3
discusses a new Japanese document and optical char
acter image database developed at CEDAR. Section
4 describes a Japanese OCR system for omnifont
machine-printed text. Techniques for document im
age preprocessing, page segmentation, text segmen
tation, and character recognition are presented. We

also present results of these system modules based
on the new CEDAR database. Finally, future direc
tions of this project are outlined.

2 Background

Rigorous effort in Japanese optical character recog
nition research is propelled by the need to auto
mate the recognition of documents. This need is
pre-eminent in banking, insurance, government and
postal services. As in systems for English docu
ment recognition, a Japanese document recognition
system has three major components: layout anal
ysis, character segmentation/recognition, and post
processing. Layout analysis techniques for Japanese
documents [1, 2] and multi-lingual documents [3, 4]
have been developed. Given an image of a document
page, layout analysis will locate text blocks and fur
ther segment them into text lines. In Japanese doc
uments, text lines can be either vertically or hor
izontally oriented, hence layout analysis must de
termine text orientation also. Further, as word
boundaries are not easily distinguishable in Japanese
text images, typically characters are directly seg
mented from the text. Information from connected
component analysis and projection profile analysis
can be used to assist character segmentation[2, 5
7]. Feedback from a character recognizer can also
be used to resolve ambiguities and correct errors in
segmentation.

The Japanese character set is a combination of
several scripts: Kanji (Chinese characters), Kana
(J apanese consonant and syllabary characters), Ro
man and Arabic numerals. Kanji are Chinese
ideographs which were introduced into Japanese, re
fer [8,9]. In the electronic standard, Japanese Infor
mation System (JIS) X 0208-1990, refer [10, 11],
there are 6,879 characters. Among them, 6,355
are Kanji, divided into two distinct sections - JIS
Level I and Level II; where Level I spans 2,965 of
the most frequently used Kanji characters. Recog
nition methods can be broadly classified into two
paradigms: structural analysis and pattern match
ing.

In the structural analysis methods, feature ex
traction is carried out from the viewpoint of char-
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acter pattern primitives. Many character features
have been devised to satisfy design criteria of the
engineer. It is now commonly believed that local
geometrical-contour features are most useful, and
that they are naturally implemented in decision
trees, finite state automaton, relaxation match
ing, and other classification methodologies [12].
These methods have been applied to the recogni
tion of hand-print characters, other than Chinese
ideographs, or Japanese Kanji.

In the pattern matching methods, global and uni
form features are used to simplify the recognition
scheme[12]. The feature extraction methods stud
ied in this field can be categorized as based on
1) orthogonal expansions, 2) stroke distribution, 3)
stroke analysis, and 4) background feature distribu
tion. Karhunen-Loeve expansion has been used very
successfully for both machine-print and hand-print
Kanji recognition[13] . Stroke distribution methods,
such as the local direction contribution and the
stroke density, are very useful [2] . Others such as, cel
lular features, surrounding area features, complexity
index, histogram, and gradient features, are also use
ful, refer [13, 14].

Similarity or distance measures have been pro
posed to achieve more reliable and accurate perfor
mance in the discrimination process. The combi
nation of stroke direction features and the multi
ple similarity method[15] or the modified quadratic
discriminant functions [16] have been applied to
the recognition of hand-print Kanji, and omni-font
machine-print characters.

Neural network models have been widely applied
to character recognition. However, most of these
networks have been used to recognize a small number
of classes, such as alphabets, numerals and Kana. It
is difficult to extend these network models to Kanji
recognition, as there are over 3000 Kanji classes. For
Kanji recognition, it is desirable to have neural net
work training rules that result in fast convergence.
Further, the architecture of such networks would
have to be designed such that the computational
requirements are feasible. A large scale neural net
work model, known as "multiple modified learning
vector quantizer neural network", has been devel
oped to achieve high performance on machine-print
Kanji recognition[17].

Kanji characters are complex in their stroke struc
ture and several characters share structural similari
ties. Large dimensional feature descriptors are typi
cally needed to discriminate between these character
classes. Correspondingly computation time require
ments can be high, when these features are used.
Efficient multi-stage recognition methods have been
developed [2], where coarse or approximate classifi
cation stages are followed by finer and more accu
rate classification stage. The key to the success of
the multi-stage recognition method is the reliability
of the coarse classification stage, that is, the correct
class must be present in the choices output from the
coarse classifiers. Classification is error-prone when

the input pattern is degraded.
Postprocessing is typically intended to improve

accuracy by detection and correction of OCR er
rors. Linguistic knowledge sources such as dictio
nary and transition probability between characters,
and domain knowledge are exploited in postprocess
ing [18]. Contextual information, such as character
n-gram, dictionary, semantic knowledge and domain
knowledge have been applied [19, 20, 18], to detect
and correct errors. Linguistic error correction dis
ambiguates recognition results, particularly in iden
tifying a correct Kanji character among candidates
which are structurally similar.

Hence, the major challenges in developing a
Japanese OCR system are as follows [13]:

• Large variety of print layouts.

• Vertical and horizontal alignment of text.

• Large number of character categories.

• Structural complexity of each character pattern.

• Existence of character patterns that have simi
lar shape and structure.

• Wide variety of character shapes due to differ
ent typeface and image quality in machine-print
documents.

The research goals in Japanese OCR are:

• Realization of ultra high accuracy recognition
for machine-printed characters.

• Considerable recognition rate improvement for
low quality handwritten characters.

• Development of a unified recognition method
suitable for multi-lingual character patterns,
such as Roman, Greek, and Chinese language
symbols.
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Figure 1: Samples of character images from CEDAR
dataset

3 CEDAR JOCR Database

One of the main issues dealt with in this project
is the creation of a large database of Japanese doc
ument images to overcome a lack of representative
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data for system training. At CEDAR, we have cre
ated a Japanese character image database, which
will be available on CD-ROM shortly. This database
has two components - (a) a character image database
for recognizer development and (b) document im
ages for development of document analyzer and seg
menter modules. Japanese documents were digitized
at 400 ppi on a flatbed scanner. These documents
are from varied sources - facsimiles, photocopies,
newspapers, books, journals and magazines - and
span diverse document layouts and print qualities. A
total of 264 pages have been scanned into the doc
ument database. Characters extracted from these
images have been tagged with the truth value in the
JIS code. Approximately 180, 000 truthed character
images are available for recognizer development in
this database (see Figure 1 for samples of charac
ter images from the database). The data has been
partitioned into train and test sets. Both the docu
ment and character databases along with accessing
software and documentation are available on CD
ROM. In addition to this CEDAR CD-ROM, ETL
and the University of Washington have made avail
able databases, for OCR system development.

4 The Design of a Japanese OCR
System

We describe now a Japanese OCR system for omni
font machine-printed text. This system is designed
to lift text automatically from scanned documents
and segment text into character units. The main
challenges are the wide variations in data quality
(facsimile, photocopy, newspaper etc.), low scan res
olution (200ppi), large character set (JIS Levell &
0) and the variety of font and point sizes. Further,
the system is expected to perform without knowl
edge of context. The system comprises of a docu
ment analyzer, page and text segmenters as well as
character recognizers and postprocessors. A user in
terface was also developed for this system. The pre
processing, segmentation and recognition modules
are described in detail in the following subsections,
along with results based on the CEDAR Japanese
document and character image database.

4.1 Document Analyzer
This module is designed to detect and correct skew
in document images. A fast directional profile anal
ysis is used in the detection of skew angles between
±30. A simple affine transformation is used for skew
correction. The document analyzer is required to
perform fast skew detection on images containing
graphics, tables and figures as well as text. An out
line of the skew detection algorithm follows, refer
[21] for a complete description.

4.1.1 Skew Detection
This algorithm is an extension of a technique by

Ishitani[22]. The document image is divided into lo
cal regions. In each region a directional profile anal-

Figure 2: Local Regions are extracted for directional
profile analysis from the document image

V(9)

Figure 3: Directional Profile obtained by taking com
plexity variation measurements in several directions.

ysis is performed to detect skew. Overall document
skew is estimated as a consensus among the local re
gion estimates. Local regions of the entire document
can consist oftext, graphics and figures, see Figure 2.
This division into multiple regions increases the text
hit rate, a factor that influences further processing.

Local region complexity variance is profiled over
a range of orientations. Complexity is measured
by computing black pixels on scan lines oriented at
some angle in the range. For a particular orientation
B, the variance in complexity V(B) is:

1 '" 2V(B) = ;;LJ(Ni-M) ,

where, n is the number of scan lines, N, is the com
plexity of the scan line i, and M = ~ E Ni . Notice
that the variance increases as B approaches the ac
tual skew angle.
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Complexity variance measurements from a range
of orientations define a directional profile, see Fig
ure 3. The angle which maximizes the profile is re
ported as the skew angle of this local region. Observe
that the mix of graphics, figures and text in local re
gions can cause directional profile analysis to yield
misleading estimates of the skew angle. However, it
is likely that skew estimates on several text regions
cluster near a particular value. Hence the document
skew angle is estimated as the weighted average of
clustered skew estimates.

4.1.2 Skew Detector Results
The skew detector was tested with 467 artificially

skewed images, with varying amounts of noise, frag
mentation, black pixel density and ratio of text to
graphics. Of these, skew was detected within 0.5%
accuracy of actual skew in 71% of the images, within
1.0% of actual skew in 92% of the images and within
2.0% of the actual skew in 98% of the images. Re
sults are also improved with high quality images
when compared with poor quality document im
ages. The document analyzer achieves 97% accuracy
within ±1% of the actual skew on good quality doc
ument images, and 86% on noisy or complex docu
ments. The average time required for skew detection
is 2 cpu seconds on a SPARC-10.

4.2 Document Segmenter
This module incorporates a local-to-global approach
for discrimination between text/non-text regions as
well as segmentation of non-rectangular blocks, and
is robust in the presence of noise.

The objective here is to decompose a scanned doc
ument image into regions, which contain homoge
neous entities, such as text, graphics and half-tones.
Further, this decomposition has to be performed
across a wide variety of documents with no prior
knowledge of document types nor constraints on the
document layout. Other significant aspects of this
module include robustness with respect to low qual
ity data, capability of segmenting non-rectangular
as well as rectangular regions, and applicability to
multi-lingual document images. An outline of this
algorithm is presented next, for details refer [23].

4.2.1 Local-to-Global Segmenter
This algorithm is based on two steps - (a) hypoth

esis generation and (b) hypothesis testing.
A segmentation hypothesis is generated by recur

sively partitioning the document into smaller regions
and locating plausible partition points from local re
gions. Refer Figure 4 for initial regions generated by
the recursive partitioning and Figure 5 for examina
tion of plausible partition regions. A quad-tree of
the image regions is formed while allowing for par
tial segmentation on low-quality/non-rectangular re
gions. Partitioning stops when either a high confi
dence partial segmentation is attained or the region
is too small for further subdivision. Partial segmen
tation is assisted by profile analysis on local regions

Figure 4: Recursive Partitioning of Document Image
into smaller regions.

and statistical analysis on c~mnected components.

Figure 5: locate Plausible Partitions from local Re
gions.

Segmentation hypothesis testing involves the cre
ation of region candidates based on a neighbor con
straint satisfaction approach, refer Figure 6. Regions
are then classified based on profile and run-length
analysis, refer [24]. Creation of region candidates is
accomplished by combining partial segmentations of
4 neighboring regions. Profile and component infor
mation is used to terminate propagation and block
classification.

4.2.2 Results in Page Segmentation
The document segmentation module was tested

with 200 Japanese and English documents. The per
formance of the document segmenter ranges between
92% completely correct segmentations and 94% par
tially correct segmentations. On an average this
module requires 27 cpu seconds on a SPARC-10.
The processing time of this module is directly pro
portional to the size and quality of the image as well
as the layout complexity. Hence, on book images it
takes approximately 17 seconds.
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Figure 6: Test Hypothesized Region Candidates via
Constraint Satisfaction.

4.3 Text Segmenter

This text segmenter module incorporates a divide
and-conquer approach. The segmentation task is di
vided into smaller ones and each task is then handled
individually.

The text segmenter module was designed with the
objective of segmenting multi-line text blocks into
character units, and performing very reliably on high
quality images and reasonably well with noisy im
ages. Among the challenges in developing such a
system is the diversity in document image quality.
Print styles vary from clean and uniformly sepa
rated text units, to noisy and degraded. Font styles
vary and inter-symbol spacing varies between closely
spaced and widely spaced. When Japanese and En
glish characters appear together, there is a large dif
ference in size of each character type. It is often
hard to distinguish noise from characters and seg-

ment characters of mixed pitch.
This module segments a text block into lines and

characters via six subprocesses - image quality es
timation, character size estimation, text alignment
detection, text-alignment detection, line and char
acter segmentation. An overview of this module is
shown in Figure 7. Each of the subprocesses is de
scribed briefly here, for details refer [25].

4.3.1 Image Quality Estimation
This stage determines these aspects of image qual

ity, particularly relevant to text segmentation. Sev
eral features are used in characterizing image quality,
including:

• periodicity of profile pulse size (uniform/other)

• abnormal size of a pulse (noisy/other)

• symmetricity of pulse (font-varying/noisy)

• ratio of pulse-width/height (noisy/other)

• number of connected components in image
(small/large)

4.3.2 Character Size Estimation
Character size is estimated globally based on his

togram plots of connected components. In clean
images, the highest peak in the component his
togram corresponds to the width of full pitch char
acters. In noisy images, this component histogram
is smoothed, mean width of the histogram is eval
uated. The highest peak in the histogram which is
also greater than the mean is chosen as the width of
full pitch characters; refer Figure 8.

4.3.3 Text Alignment Detection
Two approaches to determine whether text is ver

tically or horizontally aligned are described here.
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Figure 9: Projection Profile Variance based estimation
of Text Alignment.

The first approach is based on a minimum spanning
tree of components, while the second is based on
direct projection profile analysis.

A minimum spanning tree is built with the con
nected components forming nodes in this tree. Each
connected component is represented by its center
and the minimum spanning tree is constructed with
these points (this is similar to the technique of Ittner
and Baird [3]). A histogram of edge orientations
is built using these, the peak in such a histogram
identifies text alignment direction. In another ap
proach, the variance in horizontal and vertical pro
jection profiles is analyzed. The direction of largest
variance is the direction of the alignment, refer Fig
ure 9.

4.3.4 Line Segmentation
In clean and high quality documents, separation

of text blocks into lines is relatively simple. It is
accomplished by estimating line breaks from valleys
in the projection profiles. For noisy and degraded
images, line segmentation is not as simple, as the
projection profiles are not as sharply defined. Our
approach is to filter out noise components during the
estimation of line breaks. The projection profiles of
text components are then smoothed and a recursive
threshold is applied until there is only a small de
viation in the main pulse widths of the projection
profile. At this stage, the approach used for esti
mating line breaks of clean images can be applied,
refer Figure 10.

Figure 8: Global Character Size Estimation.

4.3.5 Character Segmentation
Initially character components arelocated by per

forming a projection profile analysis of black pix
els and identifying white spaces as component sep
arators. Refer Figure 11 for an illustration of this
method. Local character size estimation is then per
formed for accuracy, based on a mean size estimate
and line width. A rule-based approach is then used
to partition components into three groups. These
groups identify single component characters, par-

tial character components and touching characters
(or multi-character components). The sub-character
components are merged based on a few simple rules
to form complete characters. Touching characters
are split based on further analysis and heuristics. At
this stage a character recognizer has also been used
to validate proposed splitting points. Figure 12 indi
cates how components may be merged or split under
the rule-based scheme.

4.3.6 Text Segmenter Results
The text and character segmenter was evaluated

with respect to several criteria, as shown in Table 1.
Text segmenter performance varies between 98.5%
for good quality images and 94% for degraded im
ages. Simple connected component analysis is used
for high quality printed text, while more complex
analysis is applied for low quality document images.

4.4 Character Recognizers
Two independent character recognition modules
have been developed to handle the 3300 classes of
Hiragana, Katakana and JIS level 1 Kanji, alphanu
meric & symbol characters. Hence the main chal
lenges are to design recognizers that are fast as well
as accurate in handling complex character shapes.
The recognizers are based on (a) subspace and and
(b) fast nearest-neighbor classifiers. After prelimi
nary experiments using several kinds of feature sets,
two of the best performing feature sets were cho
sen. These are the Local Stroke Direction (LSD)
and Gradient, Structural & Concavity (GSC) fea
ture sets. These feature sets are described next, fol
lowed by the discussion of the minimal error sub
space classifier and the nearest neighbor classifier
(with results).

4.4.1 Local Stroke Direction
Features

When given a character image, its LSD feature
vector can be computed as follows [12] (refer Fig-
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Figure 10: line Segmentation after Profile Processing.

ure 13 for a detail example): first, for each black
pixel, compute its directional run-length for each of
four directions and normalize as a ratio to the t<r
tal run-length in all directions; second, partition the
image into n x n areas and compute the directional
run-length of each area as an average of the pixels
in the area. Here, we choose that n equals 8. There
fore, the size of LSD feature vector is 4 x 8 x 8 = 256.
In Figure 13 (c), the values in the LSD feature vec
tor are scaled to integers at the range of 0 and 255
so that they can be visualized in a grayscale image.

4.4.2 Gradient, Structural and
Concavity Features

The gradient and structural features encode lo
cal structure, while the concavity features are global
descriptors extracted from binarized images.

A gradient map is constructed from the normal
ized digit image, by estimating gradient value and
direction at each pixel. Figure 14 contains the gra
dient map of the character image. Histograms of di
rectional features are recorded in each region - indi
cating presence (or absence) of a small number of ori
ented ranges of gradients in the region. Directional
histograms from each region are concatenated into a
fixed-length gradient feature vector. Structural fea
tures are computed from the gradient map by ex
amining similarities in gradient direction in a local
neighborhood of each pixel. These features record
curvature in an approximate fashion. Curvature his
tograms indicating presence of changing orientation
of character contours are estimated in each region.
These histograms are concatenated from each region
in a fixed-length structural feature vector. Gradient
and structural features have been described in more
detail in [26]. Concavity features are coarse global
descriptors and are of three kinds: pixel density,
large stroke, and true concavity. The large stroke
features encode horizontal and vertical strokes in the

image. Concave regions enclosed with a character
are also recorded Concavity features have been de
scribed in detail in [27].

4.4.3 Minimum Error Subspace
Classifier

Subspace methods have been a major field of
study in pattern recognition [28, 29], particularly for
classification and feature subset selection. The mini
mum error subspace classifier is a discriminant func
tion derived from the Karhunen-Loeve expansion. It
is given by:

gj(X) = IX- Mjl2 - L {4>~(X - Mj)}2.
i=l,k

Here, gj(X) defines the discriminant classifier for the
lh class, given an input measurement/feature vector
X; Mj is the mean vector and 4>~ is the transpose
of the it h eigenvector of the covariance matrix for
the lh class; k is chosen as the dimension of the
subspace defined by the dominant k eigenvectors.
An unknown test feature vector is evaluated with
these discriminant functions for each class, that is,
gj0, for j = 1,2, ... , C, where C is the number of
classes. The class of X is determined as that of the
discriminant function for which the residual error is
least, that is: gJ(X) ::; gj(X), 'Vj E {I, 2, .., C},j #;
J.

Projections of an unknown test vector on the sub
spaces defined by the dominant eigenvectors of each
class are subtracted from the projections on the en
tire eigen-space. The subspace of the class which
best represents the unknown feature vector, results
in the least residual error (and results in the least
difference in projections between the whole space
and the subspace of the principal eigenvectors). The
class corresponding to the subspace with least resid
ual error is chosen as the class-identity of the un
known test vector.
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Figure 11: Character Segmentation from Projection Profiles.

This classifier can also be derived from the modi
fied quadratic discriminant function [30], and can be
interpreted as a quadratic discriminant classifier.

The training phase of this classifier requires the
computation of the covariance matrices and their
eigen-decomposition. For each class, the eigenvec
tors are then sorted in decreasing order of the corre
sponding eigenvalues. The mean vector Mj is eval
uated for each class. Only the dominant eigenvec
tors (k, in this case) are used in the subsequent pro
cessing. During testing, the unknown or test fea
ture vector is projected onto the subspace defined
by these dominant vectors, for each class. The term
IX - Mj 1

2 defines the projection of the test vector
onto the whole eigen-space. Hence, the class of an
unknown vector' is determined by the best subspace
projection, given by the least residual error.

The classifier had been trained and tested on the
CEDAR dataset, consisting of 175, 988 character im
ages from 3, 354 categories. The training set con
tains 118,417 samples picked at random from each
category and the test set contains the remaining
57,571 samples. Although the samples were ex
tracted from document pages which were scanned
in 400ppi, they are downsampled to 200ppi by ap
plying a multi-rate method [31] to simulate degrada
tion effect and used in our experiments. Using the
LSD feature, the performance of the ME (Minimum
Error) Subspace Classifier is listed in Figure 2.

4.4.4 A Nearest-Neighbor Classifier
A NN (nearest neighbor) classifier is designed for

Japanese character recognition [32]. New algorithms
for prototype reduction, hierarchical prototype or
ganization and fast NN search are implemented in
the classifier. In these algorithms, k-nearestjfarthest
neighbor lists are used to estimate the distribution
of samples in the feature space. Given a set of sam
ples, P = {Po, P1, .... ,Pn-1}, for each sample Pi, its k
nearest neighbor list, N, = {nio, nil, .... , ni,k-d, and
its k-farthest neighbor list, F, = {fio, fil, ....,Ak-t},
can be computed by comparing this sample with the
rest of samples.

Given a training set, prototype reduction leads to
the selection of a subset of samples which can repre
sent the whole training set. Figure 15 illustrates the
process of prototype selection. The subset can be

generated by deleting redundant samples from the
training set. By checking the pre-computed nearest
neighbor list of each training sample, the prototype
reduction algorithm decides whether a training sam
ple can be deleted without negative effect on correct
classification of itself and other samples if the sam
ple is removed. Previous methods, such as Hart's
condensed nearest neighbor rule (CNN) and Gates'
reduced nearest neighbor rule (RNN), have to call the
procedure of classification iteratively to test whether
the deletion(or adding) of a prototype affects the
correct classification of the other prototypes[33, 34].
The advantage of the method here is to avoid such
an iterative process. A brute-force NN algorithm
suffers from its computational complexity because
every prototype has to be matched with the input
pattern to see whether it is close to the input pat
tern. To speed up NN classification, we proposed a
fast NN search algorithm, F N N. The basic idea is
to avoid unnecessary comparisons. Suppose there is
a test sample X to be classified (see the triangle in
Figure 16). It has to compare with prototypes from
the prototype set. After the comparison between
the input pattern X and a prototype Pi, we know
that the distance between them is very small. For
those prototypes in Pi'S k-farthest neighbor list, such
as fil ,fi2 and fi3 shown in Figure 16, without going
further to compare each of them with the input sam
ple X, we know the distance will be very large and
therefore they can not be in X's k-NN list. Simi
larly, after the comparison between X and a proto
type Pj, we know that the distance between them
is very large. For those prototypes in Pj'S k-nearest
neighbor list, such as njl,nj2,nj3 and nj4 shown in
Figure 16, without going further to compare each of
them with the input sample X, we know the dis
tance will be very large and therefore they can not
be in X's k-NN list.

In order to further speed up the search process,
The prototype set can be organized into a hierarchi
cal representation. The prototype set is divided into
two levels. The first level is the so-called "centroid
set." For a centroid, there may be a set of pro
totypes which are stored in the second level. The
set for a centroid is called as the centroid's "pack
age." A centroid can approximately represent those
prototypes in its package. The process to create
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Figure 12: Character Segmentation - Splitting and Merging of Components.

-

Figure 13: A Kanji character image and its local
stroke direction (LSD) feature vector

such a hierarchy is to pack prototypes for selected
centroids. Two versions of the algorithm are de
signed: one is farthest-like-neighbor-based; another
is nearest-unlike-neighbor-based.

After packing prototypes, the k-nearest neighbor
list and k-farthest neighbor list of each prototype
in the centroid set C will be computed. The NN
classifier can be described as a two-step procedure.
Given a test sample X, its approximate k-nearest
neighbors N x in the centroid set C can be calculated
using the search algorithm described above. Then
the prototypes in the packages of those centroids in
N x will be compared with X to generate the final
k-nearest neighbors Nx for the sample.

The NN classifier using LSD feature and city
block distance measure was trained and tested on
the machine-print ETL dataset. This dataset, con
tains 26,002 training samples, which were reduced
to 5, 117 prototypes. These reduced prototypes re
sulted in 97.9% accuracy on the test set (containing
26,002 independent samples). On an average, each
test image was compared to 56.8% of the prototypes.

Figure 14: Gradient and Structural Features extracted
from Gradient Map of Character Images.

v

i"...

Figure 15: Prototype reduction

5 Future Work

An outline of the primary system modules of the
Japanese OCR system developed at CEDAR, has
been presented. Current efforts are directed to
wards integration of these components into a com
plete system. This system is expected to operate in
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Quality Alignment CharsegC LinesegC CharsegN LinesegN
98.2% 100% 98.5% 100% 94.2% 98.6%

> 100 img/s > 1000 imgls 41.5 <:}s > 1000 imgjs 14.3 cjs 6.2 imgjs

Figure 16: Speed up nearest neighbor search by
avoiding redundant comparisons

Table 2: Results on 3300 character classes, at 200
ppt

batch-mode to process document images and gener
ate recognition output for each image. Robustness
and reliability issues are currently being addressed.
System performance will be evaluated via a bench
marking scheme. This benchmark will examine per
formance at several levels - individual modules and
combination of certain modules as well as the en
tire system. To assist in this benchmark, we are
in the process of generating a set of ground truthed
Japanese document images - where the ground truth
includes, skew angle, and block, line and character
segmentation information. Future efforts will also be
directed towards postprocessing of recognizer output
to improve performance. Improvements in the al
gorithms used for page and text segmentation will
be evaluated. The use of recognizer feedback in
text segmentation has been promising. A thorough
study of integrated recognition and segmentation is
planned.
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Abstract
The ability to search digitized document images for

relevant information is a growing needin many business
andgovernment applications. Conventional approaches
to this problem involve the use of page, line, and
character segmentation followed by optical character
recognition to convertthepixel information intosymbol
strings that can be manipulated. Document
degradations, however, cause the loss of important
information at the pixel level, which in tum affects the
quality of the characters extractedfrom the documents,
andtherefore, degrades the quality ofthesearch results.
SRI International has several related research efforts
underway that are exploring the use of collateral, or
"contextual," information that can compensate for the
degradation-induced information loss. In general, these
methods use shape information from entire words to
complement character recognition; lexicons organized
in domain-specific ways to enhance recognition;
language models that can focus attention on pans of a
document; and information combined from graphical
andtextualmodalities within a singledocument. Several
individual effortsaredescribed in thispaper.

The goal Ofour research is to produce systems that
can synergistically extract information from different
pans ofa printeddocument to produce a consistent and
searchable representation of the total information
content.

1 Introduction
Businesses and government agencies need to collect and
organize massive amounts of information that is
currently available only in hard-copy form. These
functions require the ability to extract information about
the content and the logical structure of the documents
from raster-scanned images. This information extraction
process has traditionally relied on optical character
recognition (OCR).

The major limitation of current OCR technology has
been its inability to perform well on poor-quality
documents. Most OCR systems assume that documents
will. have sufficient contrast and resolution, relatively
un?istorted character shapes, and low levels of image
noise. M~y faxes, multiple-generation photocopies,
carbon copies, and documents printed on low-quality
paper stock present images that violate these

assumptions. Degradations cause information to be lost,
and interfere with the segmentation and shape-based
recognition of individual characters performed by
conventional OCR systems.

Contextual information has tremendous potential to
compensate for this loss of information. Most OCR
systems rely on lexicons of valid words and n-gram
probabilities to correct errors in the identification of
individual characters. SRI International (SRI) has
explored the use of additional sources of contextual
information, such as the shapes of whole words,
relationships between words, and cues from associated
graphics, as well as novel ways to use word lexicons in
the recognition process. In this paper we present several
approaches that exploit different types of contextual
information to solve specific information-extraction
problems.

2 Mail-Piece Address Reading
SRI has been developing systems to locate and read
addresses on machine-printed mail pieces for the
U.S. P~stal Service. Machine-printed mail pieces carry
on their covers not only the destination address we wish
to find, but also the return address, a postmark, and often
one or more advertisements.

Our approach consists of two processing steps:
address location and address recognition. Our approach
to address location relies on the conventions of address
structure to ~ti~guish the address from other printing
on the mail piece: these conventions include left
justification as well as the length, height, and spacing of
the text lines.

Our approach to address recognition uses as a
subsystem as an off-the-shelf OCR software package
modified for the environment of scanned letter mail
which, as we have noted, includes a significant amount
of poorly printed text and interfering background
patterns. To correctly interpret the character recognition
results, SRI took advantage of the logical relationships
among the words' addresses. to use a method based on
hypothesis generation and verification. In an address, the
street should be part of the city, the city should belong to
the state, and the street-city-state combination should
correspond to the ZIP code.

SRI uses the character recognition results from parts
of an address to access address directory databases in
order to generate hypotheses about the corresponding
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elements in the remainder of the address. Our system
then verifies these hypotheses by examining the
character recognition results from the remainder of the
address. Figure 1 shows an example of a poorly printed
address line, the character hypotheses produced by the
OCR subsystem, and the word hypotheses generated and
verified by the system.

3 Text Recognition without Word
Segmentation

When an OCR process is run on scanned newspapers,
interference from the background between words
sometimes causes the OCR process to produce phantom
characters where an empty space ordinarily would be
detected. In these cases, a postprocessing step that
attempts word recognition would not be ~le to rely ~n

correct segmentation of words. To solve this problem m
processing low-quality newspaper images, SRI
developed a text recognition method that processes
entire lines of text at a time [1]. In this approach, the
output of a character recognition process is treated a.s a
continuous string of characters instead of first being
divided it into words before word-level contextual
knowledge is applied. Hypotheses of word identities and
their positions are based on "seed features"
(high-confidence character substrings) extracted from
the output of the character recognizer. The verification of
these hypotheses consists of selecting the set of
consecutive word, hypotheses that best fit the character
recognition data and are the most mutually consistent
across the entire line.

This approach is relatively impervious to errors in
word segmentation. For example, if two words are
joined, correct word hypotheses can sill.l ~ generated
from partial substrings. The lack of a delimi~ betw~n

the words is treated as just a character deletion, which
usually does not significantly alter the overall match
between the sequence of characters in the hypothesized
words and the character identities generated by the OCR
process.

4 Lexicon-Driven Word Recognition
We have developed an original approach to the usage of
lexicons for word recognition; we call this approach
lexicon-driven word recognition [2, 3]. Instead of using
a lexicon in a postprocessing step, our approach tightly
integrates the lexicon into the recognition process. The

rationale for this approach is rather simple: Given a word
image, it is much easier to answer the question "Is this
word X?", where X is some lexicon word, than it is to
answer the question "What word is this?" This statement
is also true for characters. Based on this rationale, SRI's
approach performs recognition in a hypothesize-and-test
framework. Given a word image, the recognition system
extracts a set of likely candidate words from the lexicon,
and tests which word best interprets the word image. To
test a lexicon word against the word image, the system
sequentially tests the characters of the lexicon word
against the corresponding character images.

This approach hastwo important characteristics:
• It is segmentation-free. In this approach, both

the position of a character and its identity are
determined together, therefore, there is no need
to presegment word images into isolated
characters. Thus, we have avoided the very
difficult and error-prone process of
segmentation.

• It is effective in character recognition. Most
conventional OCR systems perform character
recognition by using classification techniques.
Since the number of possible character classes
is fairly large, those systems must use a large set
of features to be able to discriminate among all
the classes. In our approach, however, character
recognition is simply the verification of a
character hypothesis (from a candidate lexicon
word). Therefore, we can selectively apply a set
of features that is smaller and yet more effective
in identifying the predicted character. As a
result, each individual character can be more
accurately identified.

There is, however, one critical issue we must address
for this approach to be practical in general-purpose
document understanding-that is, its ability to handle
very large lexicons (e.g., the UNIX dictionary, which
contains more than 40,000 words). We address this issue
in two steps:

1. First, we organize the lexicon in such a way
that, given a word image, we can quickly
retrieve a small subset of lexicon words that is
very likely to contain the correct word. We call
this step lexicon indexing: the lexicon is
indexed by word image features that are
relatively invariant to different fonts, sizes, and
image degradation.
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Figure 1: Verification-based recognition.
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Figure 2: Lexicon-driven word recognition.

2. To facilitate the pruning of erroneous words
from the lexicon, we use a trie to encode the
lexicon words. Each node in the trie data
structure represents a character, and each
lexicon word is represented by a unique path
from the root to a unique terminal node. In this
data structure, a substring ofcharacters from the
root to a node is the common prefix shared by
all the encoded words of the branches below the
node. The taskof finding the lexicon word that
bestmatches a word image can be formulated as
a search for a complete path, in which the
characters along the path yield the best overall
match to the word image.

A schematic diagram of our approach is shown in
Figure 2. The input image is first segmented into blocks
of isolated words. Each isolated word image is
normalized to a standard height, and then the word image

Image 1:

features are computed and indexed into a lexicon trie.
The me-search control module searches the lexicon trie
and sequentially generates a character hypothesis to be
tested on the word image. The matcher retrieves the
respective character model and matches it against the
features of the word image. The match result is fed back
to the control module to steer the search. The word image
is recognized if a lexicon word's characters all match
well to the image. If none of the lexicon words yields a
good match to the image, the control module switches to
a bigram search to find the best sequence of bigram that
match the word image.

The results of recognition processing on two severely
degraded images are shown in Figure 3. For comparison,
we show results from SRI's approach and two leading
commercial OCR systems. We can see that our approach
recognized several words better than the two commercial
OCR systems did, especially those words where much

IiDDOYatioll iD VLSI hal provided I
SFOCR:

innovation in VLSI has provided
Commercial OCR 1:

inao-ltion Jo VLSI MU pro-idt-:-
Commercial OCR 2:

innovation in VLSI has provided

Image 2:
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Due as Staff reduction he Courier Department

commercial OCR 1:
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Commercial OCR 2:
Due ID Sum ndwtion, & Couner Deparmni

Figure 3: Results of recognition processing on two degraded images by SRI's system and two
commercial OCR systems.
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character merging occurs. (Note: the word "VLSI,"
which was not in the lexicon, was confirmed by bigram
search after the lexicon-trie search failed.)

We are currently investigating how to effectively use
interword contextual constraints in this approach. Word
unigram, bigram, and trigram statistics can act as
additional pruning mechanisms to discard unlikely word
hypotheses. In addition, they can generate correct word
hypotheses that have been mistakenly discarded in the
lexicon indexing step.

S Information Extraction by FASTUS
Information extraction differs from full text
understanding: instead of full comprehension of the
entire text, the goal ofinformation extraction is to extract
only the particular information that relates to a specific
task. Therefore, information extraction is appropriate for
text-scanning tasks in which only a fraction of the text is
relevant, and the desired information can be
characterized adequately with syntactic language
structures. Techniques for information extraction have
been developed independently in information retrieval,
message understanding, and other fields in which ASCII
text is already available (having been entered manually
or generated by humans).

SRI's approach for text information extraction is
FASTUS [4,5], which uses a set of cascaded finite-state
automata (FSAs) to search natural language text for
specific logical structures of interest. The operation of
FASTUS comprises four steps:

1. Triggering: Sentences are scanned for key
words to determine whether they should be
processed further. For example, in the domain
of terrorist incidents words such as "terrorist,"
"killed," and "bomb" are trigger words.

2. Recognizing phrases: Sentences are
segmented into noun groups, verb groups, and
particles.

3. Recognizing domain patterns: The sequence
of phrases produced in Step 2 is scanned for
patterns of interest. When they are found,
corresponding "incident structures" are built.
An example of a pattern of interest in our
application is: <Perpetrator> <Killing> of
<HumanTarget>. An incident structure for
terrorist incidents would include the date and
type of incident, the perpetrator and
organization (if known), the instrument used
(e.g., gun, bomb), and the number and type of
targets (both human and physical).

4. Merging incidents: Incident structures from
different parts of the text are merged if they
provide information about the same incident.
Merging is especially important for analyzing
news reports, which often mix events from
several incidents in a single report, or mention
the same details more than once.

Many systems have been built to match patterns in
strings of words. The crucial innovation in the FASlUS
system is the division of pattern matching into two steps:
recognizing phrases, and recognizing domain patterns.

Phrases can be reliably recognized with purely syntactic
information; they provide precisely the elements that are
required for stating the patterns of interest.

For example, consider this report:
Salvadoran President-elect Alfredo Cristiani condemned

the terrorist killing of Attorney General Roberto Garcia
Alvarado and accused the Farabundo Marti National
Liberation Front (FMLN) ofthe crime.

From this report, FASlUS would produce the
following incident structure:
Incident: KILLING
Perpetrator: FMLN
Confidence: Suspected or Accused by Authorities
Human Target:'Roberto Garcia Alvarado'

SRI has integrated FASlUS into an experimental
end-to-end system that automatically extracts relevant
information from printed documents [6]. Such a system
would be used by an analyst to quickly gather
information from diverse sources of printed material.
This system scans a document page, segments the page
image into multiple text regions, determines their
reading order, recognizes the characters and words in the
text, searches the recognized text, and automatically
extracts the desired information. This system has been
used successfully to scan recent newspaper articles on
terrorist events in Mexico.

6 Keyword Spotting via Word Shape
Recognition

With the advent of on-line access to very large
collections of document images, the electronic
classification of documents into areas of interest has
become possible. A first approach to classification might
be the use of OCR on each document, followed by the
analysis of the resulting ASCII text. But if the quality of
a document is poor, the format unconstrained, or time a
critical factor, complete OCR processing of each image
is not appropriate.

An alternative approach is the use of word shape
recognition (as opposed to individual character
recognition) and the subsequent classification of
documents by the presence or absence of selected
keywords. The use of word shape recognition not only
provides a more robust collection of features but also
eliminates the need for character segmentation (a leading
cause of error in OCR).

SRI has developed a system for the detection of
isolated words, word portions, and multiword phrases in
images of documents. It is designed to be used with
large, changeable keyword sets and very large document
sets. The system provides for the automated training of
desired keywords and the creation of indexing filters to
speed the process of matching.

We seek to develop word-shape recognition because
evidence suggests that humans, who can easily decipher
degraded text images, do so on a word level rather than a
character level. Our approach is based on the concept of
occluded-object recognition. We treat words as touching
or occluded objects that are subject to special constraints
on their positions, i.e., they are juxtaposed with little or
no freedom in rotation.
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Figure 4: Model construction phase (off line).

Our approach consists of two phases. First, the model
construction phase takes place off line (see Figure 4).
This process establishes the correlation between lexicon
words and the attributes of features extracted from
images of the isolated characters that make up the words.
We then form a feature-based index into the lexicon so
that we can handle lexicons consisting of thousands of
words.

Second, the word recognition phase uses features and
their attributes extracted from the document image at run
time to accumulate evidence for the existence of specific
words at specific locations (see Figure 5). Only line
segmentation is necessary at run time, because the
features are extracted from the entire text-line image.

DecomposeDocument Image
into

Lines of Text

Our system is insensitive to noise, occlusion, and
touching words or characters, as long as enough of each
word is visible and a robust set of feature detectors is
used. Because of its minimal segmentation nature, this
method is directly applicable to situations where, even in
high-quality images. word or character segmentation is
nearly impossible, such as the processing of documents
in cursive script or in many foreign languages. In
addition, the process is not limited to isolated words. It
can detect embedded word portions (e.g., "cut" in
"executive") as well as multiword configurations
(e.g., "tary info" in the phrase "proprietary
information").

I Detect
GeometricFeatures

along Line

Index into ModelSet
Using

Detected Feature Sequence

VerifyDetails
of

ModelsWhose FeatureSequence
MatchesSequenceof Features

Detectedon DocumentLine

Figure 5: Word-shape recognition phase.
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The current prototype consists of a Motif1-based
graphical user interface through which the user specifies
keywords and collections of documents to search. The
lexicon formation and search processes are initiated by
this interface in a client-server paradigm.

The system can search for keywords in English,
Cyrillic, and Arabic documents. The entry of Cyrillic and
Arabic is facilitated by a "soft keyboard" displayed
on-screen. For a lexicon ofabout one hundred words, the
typical execution time on a Sun Microsystems, Inc. (Sun)
SPARCstation 10 is between 1 and 2 s per document
page. Recognition rates vary between 75% and 100%,
depending on the quality of the image.

7 Information Extraction from Maps
Approaches to the automated interpretation of
raster-scanned maps have generally assumed that maps
are composed of various graphic entities, and that the
vast majority of pixel positions on the map each belong
to only one type of graphic entity and can therefore be
geometrically segmented. As a result, the processing
steps in these approaches have generally been to
(1) isolate each of the graphic entity types (e.g., lines,
text); (2) apply entity-specific recognition; and (3) merge
the results into an integrated interpretation by applying
some contextual knowledge. However, complex color
topographic maps contain several layers of information
(e.g., hydrographic layers, terrain, transport, elevation,
political divisions, and urban areas) that overlap
substantially (often within a single color plane), making
it impossible to geometrically segment the map data into
distinct regions, each of which contains a single class of
graphic object. Because the graphic characteristics of the
information in each of these layers differ, an approach
that applies the same processing uniformly to features in
all layers may not yield optimum results. For example,
the parameter values that are appropriate for controlling
a vectorization and linking process for one type of linear
feature (e.g., roads) may not work well on another type
of linear feature (e.g., streams).

SRI has started a preliminary investigation [7] of
verification-based recognition approaches that are
expected to be much more successful, because they take
advantage of the general principle that objects and their
relationships can be recognized much more successfully
if algorithms know what to look for and do so in a
directed search. A verification-based approach uses
contextual knowledge and constraints to formulate and
then verify interpretation hypotheses. Because they
interpret the pixels in terms of the possible hypotheses,
verification-based approaches should have several
important advantages:

• They can operate successfully amid extraneous
graphic information, even where the graphical
object of interest is touching or overlapping
other information. Recognition techniques that
depend on having the object of interest isolated,
or the unwanted background ''removed'' from

1 All product or company names mentioned in this docu
ment are the trademarks of their respective holders.

the image, may not be as successful, because an
error in the isolation or removal process will
preclude success in the subsequent processing
steps.

• They are better able to take advantage of the
rich a-priori knowledge associated with most
maps. Information from legends, map
specifications, gazetteers, and existing digital
databases can be a guide to the map data and
can drive the interpretation process.

• They are better able to take advantage of the
interrelationships between information
expressed in different graphical modes. For
example, the presence of a bridge symbol can
bolster the hypothesis that two linear water
segments located on either side ofa road should
be linked. Similarly, feature hypotheses can
drive a search for particular text labels, and the
hypothesis ofa text label can drive an additional
search for the feature with which it should be
associated. In other words, both the detection
and the association of related map information
can produce hypotheses that are confirmed
simultaneously only when a consistent
interpretation of all of the data is found.

• A verification-based approach is amenable to
extracting only the data that are of interest.
Therefore, such an approach requires less
processing time than approaches that try to
interpret everything on the map. This capability
is especially valuable when different
information is desired from several types of
maps covering the same geographic area.

We present below two examples of the power of a
verification-based approach for interpreting
raster-scanned map data. Each of the examples contains
a technique that is focused on extracting a specific type
of information from the map, and each of the techniques
works amid the clutter of the remaining graphic
information on the map.

7.1 Map Symbol Feature Extraction

Point features on a map are represented by
two-dimensional symbols, and areal features are
represented by regions that are defmed by either a fine
print screen pattern or a repeated pattern of a discrete
symbol. In many cases, these symbols are touched or
overlapped by other map entities. Figure 6 shows part of
an image, from a United States Geologic Survey (USGS)
topographic map, that contains several marsh symbols.
Notice that there is appreciable variation in the shapes of
the printed symbols.

To this test image we applied object recognition
techniques developed by SRI for industrial computer
vision domains. In these techniques, training of the
system is performed automatically by showing it objects
in sample images. Object characteristics are extracted
and ranked automatically according to how reliable they
are relative to image noise and clutter, and how well they
contribute to uniquely distinguishing one object from
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Figure 6: USGS topographic map.

another. During recognition, key characteristics are
detected in the image and trigger the generation of
hypotheses about the presence and location of particular
objects. The hypotheses are verified by checking for the
presence of the remaining characteristics in the object
model. This method can recognize objects in spite of
partial occlusion or noise in the image data.

Figure 7 shows rectangles superimposed over
recognized marsh symbols in the test image. Notice that
many symbols are correctly recognized, in spite of the
variation in their shapes and occlusion by other map
entities, and that most of the unrecognized symbols were
only partially visible.

7.2 Text Extraction and Association

An example of a verification-based approach for text
labels is shown in Figure 8. The black image plane
containing both text and graphics information was

De

extracted from a l:24,OOO-scaie raster-scanned USGS
topographic map. A gazetteer was used to automatically
generate hypotheses of the characters in the labels and
their approximate locations on the map. Text-like shapes
that were detected were tested against hypothesized
labels, via SRI's approach for keyword recognition
(described in the previous section). The set of
hypothesized text strings enables us to take advantage of
the context for the whole label instead of just
independently recognizing isolated characters; and the
likelihood of correct recognition of the complete text
string on the map can be increased enormously. The
three text labels in Figure 8 were successfully detected as
text zones and recognized by our software, in spite of the
label's coarse resolution and the interference from the
black image plane that is intermingled with the text.

Figure 7: Test images with recognized symbols.
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8 Summary
SRI has combined the use of various sources of context
information, such as word lexicons, character and whole
word shapes, and interword relationships, to develop
effective methods for recognizing and extracting
information from degraded documents. These context
sources allow us to form hypotheses about the true
information content of the corrupted areas of the
document We have found that the hypothesize-and-test
paradigm is an effective and efficient way to control the
application of the contextual information.

SRI is beginning to explore ways of further improving
our performance potential by integrating processes on a
larger scale. For example, we can exploit the fact that in
some cases the same information is represented in
multiple modalities, and that each of these modalities is
affected differently by document degradation.
Integrating the extraction of graphic map symbols and of
their associated text labels, which represent the same
information, into a single control process rather than
separate processes will increase the likelihood of
detection (perhaps through setting symbol detection
thresholds to be more sensitive when a label is
hypothesized. or by generating a text label hypothesis
from a detected symbol). In another example, before we
applied FASruS to a printed document, we ran an OCR
process on the entire document By integrating our
keyword spotting capability with FASruS, we can
improve the efficiency of the information extraction
process, letting the presence of certain proper nouns
trigger the application of FASruS and thus avoiding the
time-eonsuming process of establishing which parts of a
document are relevant
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Abstract
The overall objective ofour research has been to
develop image processing algorithms which address
specific technical problems identified by the
Government. We initially developed anddemonstrated a
capability to perform coarse sorting oflogos (and
similar graphical objects) into shape-related categories.
This research progressed, under government
sponsorship, to the development ofa multi-variate
classification schemefor logo recognition which
provided accurate (99%) recognition of(hand segmented)
logos from poor-quality images. .

Our research was then directed toward the problem of
logo segmentation. Most available segmentation
approaches experienced some difficulty in extracting
graphical objects in a consistent manner, particularly
when the image quality was such that even good OCR
techniques did not perform well. Because any logo
recognition technique relies on the segmentation, we
began researching logo segmentation.

Our segmentation approach encompasses
deterministic and decision-theoretic techniques. This
segmentation has proven to be more robust and
inherently more understandable than its neural network
counterparts for this particular task.

This paper will discuss the results ofour research and
implementation efforts in logo recognition and logo
segmentation for poor quality document images.

1.0 Introduction

Over the past decade, document traffic has increased
dramatically on the Public Switched Telephone
Network. Because of the wide variety of visual
infonnation that document messages contain, automatic
sorting continues to be an elusive goal. Gleaning
message content from a document requires the
extraction and classification of infonnation-bearing
image artifacts from the optically-encoded transmission
Such artifacts include chaIacter sets, pictures, graphics,
handwriting, and anything else which can be committed
to a two-tone representation.

The problem of the infonnation analyst is that d

manually reviewing the input image to arrive at an
understanding of the document's content, a procedure
increasingly overburdened by the volume of documents.
Therefore, specialized algorithms which aid by
identifying commonly occurring artifacts can provide
significant assistance immediately.

A major objective of this research has been to help
the analyst effectively deal with overwhelming amounts
of poor quality document image data. In the following
sections, we will discuss our resean::h and development
efforts in Logo Recognition and Logo Segmentation
We also provide a brief discussion of a prototype
system which accomplished the integration of these
technologies.

2.0 Logo Recognition
Logo recognition was developed as an approach to
document sorting based on the ubiquitous
organizational logo - a quasi-graphical element which
appears in a surprisingly large percentage of relevant
documents. As the logo generally identifies the
message originator, it provides an effective mechanism
for sorting and routing documents of interest.

When considering the problem of logo recognition,
we initially proceeded under the assumption that robust
segmentation techniques would provide our system
with consistent images of logos for processing. The
initial portions of our research then, did not address the
segmentation of logos, but rather assumed that
acceptable logo data would be available.

As a starting point, we attempted to defire the
subject of our research - what is a logo? This
question has no easy answer. We eventually adopted a
qualitative definition: a logo is an image element which
is (at least partia/ly) graphical in nature, and in
general, stands out stylistically from the remaining
elements on the page.

Our logo recognition research occurred in two distinct
historical phases. The initial phase peIfonned a first
level sorting of input logos into general shape
categories. The second phase extended this sorting
technique to provide a specific logo recognition
capability.

2. 1 First Level Sorting

We initially set out to develop algorithms which would
produce a first level sort of candidate input logos into
top-level sets. This top-level sort provides the

257



DECODED
LOGO

ALE ~

ALTERED DILATED LOGO

MEDIAN LOGO
DILATION LOGO BOUNDARY BOUNDARY-

FILTER FILTER TRACER

REMOVES CREATES EXTRACTS
SOURCE· A SINGLE OUTUNE

ENCODING IMAGE
ARTIFACTS

PARADIGMS

t ~ t
LOGO

BOUNDARY FEATURE DESCRIPTOR CLASS
EXTRACTOR CORRELATOR

CHARACTERIZES COMPARES
OUTUNE OUTUNE

TO
PARADIGMS

MT81001&OOI

2. 1 .2 Feature Extraction

2. 1.3 Correlation

Feature extraction operations reduce each logo to a
Fourier angular descriptor. Sorting of the logos is
accomplished by comparing the descriptors of the
candidate logos with those which have been stored for
the archetypes. Since the descriptor may be viewed as
an analytic signal, the most readily available method for
comparing two logo descriptors is the complex cross
correlation We then exploit the circular nature of the

The top-level logo sorting technique is based on
similarities between a logo's basic outline (its contour)
and those of the archetypes. To maximize the
effectiveress of our system, we connect the elements a
the logo while attempting to retain sufficient boundary
articulation to allow meaningful sorting. We employ a
morphological dilation filter to generate a single object
from the elements which constitute the logo. The
dilation radius is selected individually for each logo, so
as to avoid the extremes which blurring with a constant
radius would yield. This radius is determined using
the second-order statistics of the black-pixel
distribution.

Next, we extract the boundary of the resulting object
using a clockwise-moving, counterclockwise-seeking
algorithm. We subsequently re-sample the boundary
for normalizationandemploy a proprietary algorithm to
generate a descriptor for the logo which is both scale
and rotation invariant.

Five Basic Sorting Paradigms

D D I
Square 1 to 2 Rectangle 1 to 4 Rectangle

0 6.
Circle Triangle

Figure 2:

Figure 1: First Level Sorting - Algorithm Flow

framework for a hierarchy of additional, lower-level a 3-pixel square median filter. This filter assigns pixel
decision algorithms. We found that geometric figures values according to the predominant pixel value in its
provided an intuitive and useful top-level classification 3x3 neighborhood. This operation is both simple and
of logos. Specifically, the archetypes we chose were: efficient, and improves the similarity of like logos
square, lx2 rectangle, lx4 rectangle, circle, and originating from different source machines. Logo image
triangle. A sixth category absorbed those logos which fields are then presentedfor feature extraction
did not match any of these five categories particularly
well. These six classes serve as the sorting categories
as shown in Figure 2.

Figure 1 shows algorithm flow for the first level sorts
which we perform, The flow may be divided into three
basic types of operations: Logo reconstruction and
filtering; feature extraction; and correlation

2.1.1 Logo Reconstruction and
Filtering

The logo candidate presented to the system may
contain discrepancies which adversely affect the
recognition capabilities. These errors appear as dots or
voids in the reconstructed image and are handled using
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selection, the final decisions on which algorithm
features to keep and which to discard were made
empirically.

2.2.2 Feature Identification

A set of analytical features which can be extracted from
logo images was selected for evaluation. The primary
criterion for selection of candidate features were tolerance
for variations in both size and orientation of subject
images. We ultimately arrived at a set of 36 features,
34 ofwhich aremeasured as single values and two sets
of vectors used for correlation. A sampling of the
features is given below:

discrete cross-correlation, thereby allowing us to
compute R(m) with N-element FFTs.

2. 1.4 First Level Sorting Test Results
An important characteristic of our descriptor approach is
its relative insensitivity to changes in orientation and
scale of the target logo. Specific testing for correlation
among logos which ranged in scale from 100% down to
25% was conducted. Additionally, six non-orthogonal
rotations of logos were selected for correlation against
theoriginal. Top-level sorting was conducted using a
100 logo database of commercial and government logos
of varying sizes and rotations. Additionally, 50 logos
which were a variant of the first 100 in either size or
rotation were added to the data. All variants of the
inputs were consistently sorted into the same shape
category as the "parent" logo. Further testing with up
to 5% random "salt and pepper" noise was conducted.
Again, the variants consistently sorted into the same
classes as their parents.

2.2 Logo Identification
The ability to sort logos into arbitrarily chosen
geometric classes (not selected based on analytical
observations) provides a foundation for a logo
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Figure 3: Algorithm Taxonomy

processing hierarchy which allows algorithms to be
selected based on their usefulness to a specific class or 2.2.3 Feature Space Classifier
classes.

2.2. 1 Algorithm Taxonomy
In order to extend the top level sorting concept we
identified over 30 algorithms from public domain
literature and common image processing techniques.
We developed an algorithm taxonomy ( Figure 3) so as
to select a set of non-redundant algorithms which
encompass several types of image analysis. While the
taxonomy provided initial guidance on algorithm

Overview

Given a set of characterizing features, the function of the
classifier is to detennine if any given example of a logo
corresponds to any instantiation from a defined set d
classes.

Our approach employs a statistical multivariate
classification scheme. This requires the existence of a
feature-based description of the target logo and a method
for classification. Figure 4 shows how the processing is
performed. The feature extraction module measures the
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database. Calculation of the DPS is as follows. An
example of each LOI is given to the classifier as an
unknown. For each LOI, the distance ordered list
output by the classifier is examined and the position cf
the matching LOI is recorded. The DPS is the average
list position taken across the set of all LOIs.

The PFC indicates the ability of the classifier to
reject images which are not represented in its LOI set.
PFC is calculated as follows. An example of each WI
is given to the classifier as an unknown and the
distance-ordered list obtained. For each LOI, the
distance to its correct target and the distance to the
nearest incorrect target are recorded. The PFC is thus:

( )
2

11- -11-
PFC... i c

~a~ +a
2

I C

Because the separation of the correct and incorrect
distributions affects classifier false alarm versus missed
detection perfonnance, a large value for PFC is
desirable.

Classifier perfonnance within our test bed indicates
that finding one or more feature sets with vel)' good
characteristics is not difficult for a particular set cf
logos. Furthermore, performance is well ~ed
around a given point so that most feature selection
decisions are are not critical.

Figure 4: Logo Processing Flow

The cluster generation module generates statistics for a
search logo in the a-dimensional feature space. The
classifier module calculates the statistical distance
between the features of an unknown logo and the
statistical model of the archetype and selects the closest
matches.

One obvious problem involves generating statistics
for a target when only one instance of the logo. is
available. We addressed this problem by creating
multiple instances of the single logo by varying its
rotation, varying its scaling, adding noise and adding
distortion. Features are extracted from these modified
targets, with statistics being calculated from this cluster
of measurements.

Feature Selection

A second problem concerns selecting an optimal subset
of features which maximize the perfonnance of the
classifier. Some quantitative measure of classifier
perfonnance is required in order to compare the relative
goodness of different combinations of feature and
distance metrics.

Two such measures were defined for evaluating the
classifier:

• Distance Position Score (DPS)

• Pairwise Fisher Criterion (pFC)

The DPS is a straightforward measure of the ability
to correctly identify the Logos of Interest, LOIs, in the

2.3.4 Laboratory Test Results

The starting point of this research was the top-level
shape sort of logos into a few broad classes. The goal
of adding a lower level sorting capability required that
we refine these classes into more specific categories.

The ultimate goal of identifying individual logos was
met quite successfully. Accuracy rates of 99% with less
than 2% false alarms were experimentally achieved
using a large set of test data consisting of 1500 images.
To illustrate, given an input of 1000 logos, 10 cf
which are logos of interest, we ran the logo recognition
engine against them 10 times. Nine of the ten tests
resulted in all 10 logos being found, with the tenth test
finding 9. In this tenth test, 20 logos that did not
match were incorrectly added to the bin for the logo cf
interest.

3.0 Logo Segmentation

Segmentation has historically been a major source cf
difficulty for image processing applications.
Repeatability of many downstream algorithms directly
depends on the ability of the segmentation process to
extract image objects consistently.

3.1 Need for Logo Segmentation

The vast majority of segmentation research and
development has been geared toward accommodating a
downstream OCR process. As a result, text
segmentation has matured to consistently meet the
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needs of the nominal OCR tasks. However,
segmentation for other document image processing
tasks, such as engineering drawing conversion (text
isolation, dimension set extraction, etc.) is frequently
custom-built by or for the specific post-process. Today
we see a movement toward some general purpose
segmentation techniques for document images with a
view to these non.QCR tasks.

Logo segmentation, however is quite a special case
andhas defieda general algorithmic solution. This is
not surprising when one realizes that logos are difficult
to parameterize. The logo designer wants to
communicate the identification of his or her company or
organization at a glance. A good design is
understandably unique and subject to whimsical
characteristics of style, shape andsize. Some logos are
quite imaginative, some are rather blase (logos which

are really only BIG Bold text). Many logos today
contain the names and addresses of their users in close
proximity to the logo. Sometimes this is done with
standard text, sometimes not.

As a result, standard segmentation techniques tend to
have difficulty with logos. This is because decisions
are made first as to what the predominant fonts are on
the page, then the text is isolated which is readily
identifiable. The next step is usually to look for lines
and other form-like fields so that they may be removed
or extracted for template matching. This is often
followed by a search for grayscale candidates - potential
photo-like areas which may include a caption. At this
point, or some point not much further down the
processing path, the unresolvable elements on the page
are relegated to simple image zones. These tend to be
signatures, logo pieces or artifacts of T-junctions on
forms. As logo detection and isolation is not a high
priority of most segmentation techniques, the logos
presented for post processing tend to be inconsistent
from one occurrence to the next. This, of course, makes
logo recognition more difficult.

3.2 Approach to Segmentation

Logo segmentation revolves about finding and
extracting the logo field from the subject page.
Fortunately, users of logos seem to agree to some basic
rules on placement and size. In general, the logo occurs
in the upper or lower third of the page. Furthermorek
most logos are graphical in nature, and ifdesigned well,
it will stand out stylistically from the rest of the page
elements.

The phrases "graphical in nature" and "stand out
from the rest of the page elements" are subjective ideas.
They do not lend themselves to mathematical
representation. It is for this reason that we chose to
investigate heuristic approaches to logo segmentation.

3 . 3 Segmentation Flow

The Segmentation process consists of these main steps:

• pre-deskew elimination

• detection of skew and orientation

• mise elimination

• threshold desarnple

• initial parts elimination

• connected component generation

• part size calculation

• secondary parts elimination

• final connected component generation

• selective token extraction

Most of these steps use well-publicized techniques,
so we will only elaborate on the steps which we believe
make a unique contribution to the success of our
segmentation work.

3.3. 1 Initial Parts Elimination

Once the image has been deskewed, desarnpled and
cleaned up, we set out to eliminate those items on the
page which are most likely NOT logos. This includes
text blocks, long horizontal and vertical lines and
pictures. We visit each connected component on the
page and evaluate against four heuristic criteria:

• measures only I pixel in any dimension

• length or width exceeds 4 inches

• total area exceeds 4 square inches

• aspect exceeds MAX_ASPECT (as defined in
the setup me)

After completing this elimination step, we proceed to
generate connected components from the remaining page
elements with a simple horizontal RLS algorithm.

3.3.2 Secondary Parts Elimination

Once components have been generated, we compute the
size of each component on the page in terms of pixel
count, width and length. Elimination of parts is then
performed utilizing these measurements and three
additional heuristics to the subject token (connected
component after RLS):

• length is greater than twice the average part length

• width is greater than 3/5 of the page

• perimeter exceeds it's area

These heuristics tend to eliminate single text lines,
text blocks and large graphics (photos) from the
document page.

3.3.3 Selective Token Extraction

The final step before token extraction is to perform
simple vertical RLS in order to reconnect the remaining
pieces of logos.

The token extraction process is selective in that as it
arrives at each token on the page, it examines the
extents of the token from the original image. If the
token is too small (we observed that in spite of the
elimination steps taken before, we often had very small
artifacts which survived), it is simply not extracted.
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Token extraction is simply a function of back
referencing the original image to retrieve the token.
Tokens are output as a linked list. The page is
traversed from upper left to lower right.

3.4 Laboratory Test Results

Our test data consisted of 300 document images
scanned at 200 dpi and stored as TIFF files. These
images ran the gamut from standard business
memoranda to purchase orders and government
documents. The content was English in origin, with
Roman text being the predominant text form used.

Each of the 300 documents in the set contained I or
more logos. The segmentor was able to reliably extract
the logo from the page 85% of the time. Identical
logos which appeared in different locations on different
pages, and often in different sizes, were largely extracted
in the same form. Subsequent logo recognition led to
accurate classification of those logos within the data set.

4.0 Proof-of-Concept System

Based on the success of this research, we integrated
the various elements into an end-to-end capability
which could be functionally tested on Government
furnished data. To this end, we modularized many cf
the algorithms and standardized the intetfaces in a
fashion that lent itself to integration with other
components.

The functional block diagram of the proof-of-corcept
system is shown in Figure 5. The system is intended
to demonstrate an end-to-end capability for logo

~~-----""-T~

Figure 5: Proof-of-Concept Logo Recognition

recognition. The fundamental input to the system is
the document page image. This image is expected to
be in TIFF or other standard me formats. The
Segmentor, as discussed earlier, is designed to isolate
potential logo candidates on a page. The output of this
process is a stream of tokens. These token structures
are complete with bounding box coordinates from the
original image, the token image itself (in bitmap
format), the name of the original input image and a

pointer to the next token in the structure.

The segmentation process feeds the feature extraction
process. For each of the tokens, the feature vector is
calculated and stored in a record. The format of the
record accommodates both the single value features and
the vectors descnbed earlier, and is therefore quite large.

Note that target generation is an operator assisted
step. The operator must identify those logos which are
of interest to him or her. Once identified, the feature
records for these logos (including the data from the
statistical pertwbations) go into the master database.
Classification is done against a subset of these records.
This subset is described by the Target List. Multiple
target lists will allow users to customize their logo
recognition requirements as needed.

Once the record for a token has been created, it is
ready for classification against a database of target
records, as discussed previously. The final output cf
the system comes from the Classification step. The
output is simply a correlation list showing how
strongly the features of the unknown correlated to those
targets against which it was compared. As the
classification process may be thresholded in various
ways, those unknowns which fall outside the specified
tolerances for correlation will be shown as a no match.
This correlation list essentially provides for binning cf
the unknowns into distinct categories.

4.2 Preliminary Test Results

Testing of the Proof-of-Concept system in the
laboratory yielded results which were consistent with
the previous results of both logo recognition and
segmentation. Field testing is being conducted as this
paper is being published, and some preliminary results
should be available in late October.

S •0 Conclusion and Future Work

We have developed a robust logo extraction and
recognition capability which appears to perform well
even on poor quality image data. The proof-of-concept
system is currently under evaluation in government
laboratories. Extensive data sets are being prepared
which will provide comprehensive measures cf
perfonnance for the various system components. This
field testing is expected to reveal several
recommendations for tuning and customization, as well
as pointing out the needs for optimization in algorithm
perfonnance.
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