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Message from the Organizers

Over the past 10 years, SDIUT has brought together thousands of researchers from
academia, industry and government to continue to explore the unique needs and
challenges facing the government with respect to processing a tremendous volume on
hard copy material they encounter every day. With continued effort, and increased
awareness of the need for such capabilities, we will be able to turn the ideas being
discussed in this meeting, into meaningful solutions for the future.

This year, the Symposium will host over 20 technical talks, almost a dozen posters and
demos and 2 keynote talks, followed by a one day workshop on the Evaluation of
Document Image Processing Technologies, run by Ms. Jen Doyon of the Mitre
Corporation. The workshop will bring together and focus experts in the field of document
image processing on evaluation issues with the hope to making progress toward enhanced
ground truth representation and corresponding evaluation techniques. Expanding on the
character and word accuracy based metrics in current use facilitates a more complete
approach to evaluating the performance of established recognition systems. It also
enables component-level evaluation of specialized technologies such as script / language
identification, line and word finding, signature detection, handwriting recognition, word
spotting, forms processing and others. We hope that this session will help define
solutions that can be incorporated into future government programs.

The organization of this Symposium would not have been possible without the endless
hours of work by the staff of the University of Maryland Institute for Advanced
Computer Studies (UMIACS) and in particular of Ms. Denise Best. Thank you Denise
for your wonderful work.

Thank you once again for your participation and contributions to this Symposium.

The 2005 SDIUT Organizing Committee.
November 2, 2005
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EDUCE: Enhanced Digital Unwrapping
for Conservation and Exploration of Inaccessible Texts

W. Brent Seales

Yun Lin

Computer Science Department
University of Kentucky
{seales, ylin}@netlab.uky.edu

This work addresses digital unwrapping of a class
of damaged and fragile objects that are impenetrable
for conventional imaging equipment and cannot eas-
ily be opened physically for a clear digitization. Ex-
isting document processing/analysis techniques are
not able to reveal a considerable amount of the con-
tents wrapped inside. We develop a general ap-
proach for building a readable image of an opaque,
rolled or folded document from a non-destructive
volumetric scan. The problem is framed by localiz-
ing, constructing and manipulating a texture image
induced by a surface embedded in a 3D voxel space.
Our approach is characterized as an iterative energy-
based optimization framework. The goal is to form
an optimal texture image by optimizing the surface
geometry using a 2% Active Contour model and a
novel texture-guided contouring algorithm. As one
of the critical steps in the processing framework, a
physically-based surface parameterization algorithm
is used to map the convoluted embedded surface to
an image plane which preserves angles, lengths and
minimizes the distortion of text in the image. Initial
experimental results on sample scrolls show the fea-
sibility of this method, which we believe is necessary
for scholars seeking to study inaccessible texts. Our
vision is that these methods will lead to viable tech-
niques for scanning everyday opaque objects such as
books without opening them.

Computed Tomography (CT), a widely used tech-
nique in healthcare, is nondestructive, penetrating
and revealing, which makes it a good candidate to
use in folded document digitization. Our process-
ing framework takes volumetric data from a custom
CT scanner (with tunable X-ray energy and scan
resolution) as input. The output data of a scan is
treated as a cuboid of aligned voxels in x,y,z direc-
tions. Ink, document substrate and empty space can
be distinguished from the intensity variations in the
unstructured voxel set.

We build an optimization algorithm to correctly
localize the substrate surface within the voxel set.
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The algorithm enforces two levels of optimization
constraints. One is imposed by a 2% Active Contour
segmentation model and the other, which we call
texture-guided contouring, is based on texture image
analysis which takes advantage of the surface param-
eterization that maps the textured surface mesh to
an image plane. The steps of the algorithm proceed
as follows:

1. Construct an optimal mapping M; from a vol-
ume V to a piecewise smooth surface S :

M :V =S

by minimizing the energy FE,, where F is de-
fined as:

E\(V,S) = I(V,S) + C(S)

FE; is a function of the volume V and an em-
bedded surface S. I(V,S) represents an Image
component which evaluates how well the surface
locates the intensity features contained in the
volume. C(S) represents a Shape component
which evaluates the smoothness of the surface.

2. A filter is applied on V and S that produces a
nonregularized texture map 7T7:

F:V+5-T

S is represented as a triangulated mesh and
its triangular components map to R? indepen-
dently, where the texture map T is defined
without inheriting any adjacency relationships.

3. A mapping M> is constructed from the surface
S representing the document to a planar surface
U, which converts the nonregularized texture
map T3 to a regularized texture map T5:

]\/[225+T1—>U+T2

T, is expected to represent the “image” of the
information carried on the surface of the doc-
ument. We approximate a conformal mapping
by using mass-spring system simulation.




4. Further optimization is enforced by minimizing
the energy Es for T5, which can be framed as:

Ey(Tz) = P(T2) + R(T2)

P is a generalized function evaluating low level
image features while R is a generalized func-
tion based on high level document image under-
standing techniques. The surface is optimized
iteratively through steps 2,3,4. During each it-
eration the surface position is updated along its
normal direction.

5. Return U, T,

We build a 2% Dimensional Active Contour model
to construct M, in step 1. We take advantage of
cross-sections to define an initial surface by approx-
imating 2D salient contours in representative slices.
Optimization follows and in this phase optimization
is only performed based on raw volume data and the
surface, ignoring the texture constraint for the mo-
ment. An optimal mapping is defined as minimizing
the energy function E,, which is a linear combina-
tion of an Image component I(V, S) and and a Shape
component C(S). I(V,S) calculates the gradient
of the surface with respect to the volume, which
attracts the surface to contours with large inten-
sity gradients. C(S) is evaluated as a combination
of 5 components, which are first-order and second-
order partial derivatives of the parametric surface S.
These components correspond to continuity, curva-
ture and twist. The surface § is approximated by
a mesh decided by a finite set of points. We solve
the optimization problem using a greedy algorithm,
which is an extension of planar active contouring to
2% dimensions: points move on the discrete grid to
any position within a defined planar neighborhood
while the constrained energy functional is built in
three dimensions.

The mapping M2 that unwraps the embedded sur-
face plays a significant role in the quality of the re-
sulting texture. The goal is to introduce as little dis-
tortion as possible to the text that may be present
in the document. The point is that the surface rep-
resenting a document can have arbitrary shape. We
approximate a conformal mapping by using mass-
spring system simulation. A surface mesh, modeled
as a mass-spring system, performs realistically when
simulation principles are founded on physical laws.
An optimal mapping is achieved when the system
reaches equilibrium status with minimal potential
energy. The mass-spring system strives to maintain
the length of each edge while performing mapping by
deformation. For a triangle, when its three sides are
preserved, its three angles are also preserved. Since
the spring system minimizes edge lengths globally,

12

i.e., the length summation of all edges, it approxi-
mates but does not produce a strict conformal map-
ping.

This surface parameterization method has an im-
portant advantage over other methods: arbitrary
surfaces can be handled. For surfaces that are rolled,
folded, or wrapped, such as a scroll, we use con-
strained dynamics to perform an unrolling operation
followed by flattening. The virtual unrolling “holds”
one edge of the surface and allows the free portion
to descend under simulated gravity.

We assume a correctly positioned surface will in-
duce a texture map 75 that contains both high and
low frequency components. Further optimization of
surface location is achieved by adding a novel tex-
ture constraint in step 4 that ultimately results in
optimization directly over the texture. We adopt a
sharpness measure for the texture image based on
frequency domain analysis and entropy evaluation.
After each loop, the surface S is updated along the
normal in a limited neighborhood, yielding a new
surface S’. A texture map 77 is generated for S’ in
step 2 and a regularized texture T3 by unwrapping
and flattening S’ in step 3. If its texture evalua-
tion energy is reduced, the update S’ is accepted.
General low-level analysis is a starting point. Our
framework is extensible by including the possibility
to apply advanced pattern analysis based on a priori
knowledge of the document’s historical and cultural
milieu.

We have implemented the key algorithms outlined
above and have conducted a series of tests on repli-
cas and experimental artifacts scanned using custom
CT scanners. In the first testing phase, we scanned
and processed regularly shaped canvas scrolls and ir-
regular papyrus scrolls. Motivated by that success,
we created a set of replicas from papyrus and ink and
embedded them in polyurethane plastic. Two rep-
resentative examples include a papyrus strip rolled
and a papyrus strip connected into a Mobius band
with ink (locally) on both sides. The results of ap-
plying our approach successfully reveals the mate-
rial content without physically opening them. These
successes demonstrate the potential application of
our algorithms to more difficult but important cases
such as ancient scrolls and damaged books. The
post-processing algorithms presented here are a nec-
essary though not sufficient step toward the goal of
reading texts, books, and documents from volumet-
ric scans. We anticipate improvements in scanning
technologies in the areas of resolution and sensitivity
to materials, which together with work such as ours
will move forward the analysis of documents from
penetrating scans.




Document Analysis Systems
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A Flexible Experimentation and Configuration Platform for Multilingual

HMM OCR
Ehry MacRostie Premkumar Natarajan
{emacrost,pnataraj } @bbn.com
BBN Technologies

Cambridge, MA
Abstract This paper is organized as follows. In Section 2 we
In this paper we present the BBN Flex multilingual describe our basic HMM modeling paradigm for OCR.
OCR model configuration and experimentation In Section 3, the Flex platform is described and some

platform which allows non-expert users to configure
and test HMM models for the BBN Byblos OCR system.
The Flex platform is designed to provide customers
with model training capabilities for any machine
printed language. Furthermore, training capabilities
can be updated as new modeling techniques become
available. This paper describes the HMM OCR
modeling paradigm and the design of the Flex platform.
Modeling techniques currently available on the
platform as well as new techniques that we plan to add
are discussed. Finally, we describe a test of the system
on Korean machine printed data in which we achieved
a character error rate of 6.84%.

1 Introduction

One of the major challenges for Optical Character
Recognition (OCR) systems is coping with the variety
of data encountered in real-world settings. Document
images may be printed by a number of different
physical means in any number of different fonts.
Digitization of the document by means of a scanner, fax
or camera may introduce distortion and noise to the
document. Binarization of color or grayscale digital
images can further degrade image quality. Furthermore,
all of these problems may be encountered in documents
in languages for which no OCR system exists. In
government settings such real-world problems are often
more pronounced.

The BBN Byblos OCR system is a data-driven
Hidden Markov Model (HMM) system that can be
configured for a wide variety of languages and
document degradation types [1,4,5]. The goal of the
recent effort described in this paper is to simplify the
model configuration process so that customers can
easily configure the Byblos system for their data and
language requirements. In addition, we wanted to create
a system that allows us to easily deploy new model
training techniques developed at BBN that increase the
performance and speed of our OCR system.
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details regarding our use of the Unicode character
encoding standard are discussed. Section 4 addresses
HMM modeling techniques supported in the current
version of this platform. In Section 5 we discuss some
modeling techniques that we plan to incorporate into
the platform in the future. In Section 6 we describe the
results of testing the system on a corpus of Korean
documents.

2 The HMM OCR Modeling Paradigm

In this section we briefly review the BBN Byblos OCR
system. For a more detailed description the reader is
referred to [1]. A pictorial representation of the system
is given in Figure 1. In the figure, the ellipses represent
script-dependent knowledge sources. The conceptual
script-independent system components are identified by
rectangular boxes.

Training Recognition

Ground Truth Images
Transcriptions l

Orthographic
Feature Extraction Rules

Images

Preprocessing & Pr:p;z:jfemg
l Extraction
Character
Modeling Character Models
Recognition
Search

Language Lexicon &
"] Modeling Grammar
# i

Additional Text Data Character Sequence

Figure 1: HMM OCR overview

The OCR system can be divided into two basic
functional components: training and recognition. Both
training and recognition share a common pre-
processing and feature extraction stage in which we




first de-skew the scanned image and then locate the
regions (bounding boxes) of individual text lines. We
then compute a feature vector as a function of the
horizontal position within each of these line regions.
Each line of text is horizontally segmented into a
sequence of thin, overlapping, vertical strips called
frames. For each frame we compute a language-
independent, feature vector that is a numerical
representation of the frame.

The OCR system models each character with a multi-
state, left-to-right HMM. As described in Section 3.3,
the system handles languages with right-to-left, bi-
directional and other rendering orientations by
normalizing them to a series of left-to-right feature
vectors internally.

T, %7-,

Figure 2: Sliding window feature extraction

Each state of the HMM has an associated output
probability distribution over the features. The number
of states and the allowable transitions are system
parameters. For our full-character experiments we use
14-state HMMs with the topology shown in Figure 3.
While the number of states can be changed, the basic
topology containing self-loops and state skips is the
same for all configurations and all languages.

Training is performed using the Baum-Welch or
Forward-Backward algorithm that aligns the feature
vectors with the character-models to obtain maximum
likelihood estimates of HMM parameters. The state
output probabilities of the HMM are modeled as
mixtures of Gaussians. The HMM parameters
estimated during training are the means and vanances
of the Gaussians, the mixture component weights, and
the state transition probabilities. During recognition we
search for the sequence of characters that is most likely
given the feature-vector sequence and the trained
character-models, in accordance with the constraints
imposed by a lexicon and/or a statistical grammar. The
use of a lexicon during recognition is optional but its
use generally results in a lower Character Error Rate
(CER). The lexicon is estimated from a suitably large
text corpus. Typically the grammar (language model),
which provides the probability of any character or word
sequence, is also estimated from the same corpus.

A significant advantage of HMM-based systems is
that they provide a language-independent framework
for training and recognition. At the same time, they do
not require the training data to be segmented into words
or characters — they automatically train themselves on
un-segmented data.
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238 3458

Figure 3: Left-to-right HMM topology

This data-driven approach allows custom models to
be trained for new languages or domains with minimal
data preparation and transcription costs. The Flex
platform allows non-expert users to perform training
on-site with their own data.

3 The Flex Platform

3.1 Overview of the Flex Platform

The Flex platform consists of three main components,
the Byblos model training toolkit, the Condor High
Throughput Computing system (from the University of
Wisconsin), and a Microsoft ASP.NET Web User
Interface (UI) layer. The entire system runs on a single
Windows 2000 Server machine providing access from
many computers via its web interface.

Internet Explorer 6
Web Browser

ASP.NET Web Ul
Layer

2
<
o
@*?

Results and
Models

] /\
o N ) _By_blos
N e A s iy

Ao JHEE My cer

) Condor Job
Experiments Qehadul

Templa«esJ|>

Figure 4: Platform components

The Condor and ASP.NET components are standard
off the shelf software packages that provide the parallel
processing and application layer support. Condor
provides the parallel processing environment for the
system. Though the current version of the Flex platform
runs on a single machine, it can easily be configured to
include a number of parallel compute nodes. The
application logic is implemented in an ASP.NET layer.
This layer manages experiments, exposes selected
Byblos parameter values to the user, and displays
recognition results. The Byblos OCR training suite is a
collection of programs developed at BBN that includes




all of the HMM OCR model training and recognition
functionality depicted by the rectangular boxes in
Figure 1.

The platform infrastructure is built around logical
units called experiments. An experiment encapsulates
one type of high-level process and typically contains a
number of sequential and/or parallel steps. In their
generic form, all experiments consist of a central script
that controls the sequence of programs to be executed,
an XML parameter file that links the user interface to
the experiment, and a number of generic parameter files
that contain runtime parameters for the programs. The
user interface is designed so that any number of
experiments can be dropped into the system without
any reconfiguration. Many common tasks such as
splitting a corpus into test and training sets and
converting transcriptions into a format that is usable by
Byblos have been implemented within the experiments.
The goal is to not require the user to perform any data
manipulation other than loading the data onto the
server.

3.2 User Interface

The system user interface is designed to be as simple as
possible while at the same time enabling the user to
easily see what is happening in the training process. We
have implemented several new visualization tools that
allow the user to easily view the status and progress of
the training process.

For each new data set, the user first selects the
appropriate type of training. This selection requires
some knowledge of the training techniques availabie on
the platform. A selected experiment type is then
configured using a standard HTML form.

The parameters available using the user interface
vary depending on the experiment type. Some common
parameters include the data corpus location, the
language being processed, and the image resolution of
the document images being processed. Character
modeling experiments allow the user to select whether
or not to train a new Linear Discriminant Analysis
(LDA) matrix and whether the reference transcriptions
should be normalized using the Unicode NFKC
normalization type. For the sub-character experiment,
the user must provide the total number of sub-
characters to use for training as described in Section
44,

Once the experiment is configured, it is then
submitted for processing by the Condor system. As jobs
run on the queue, their progress can be monitored using
a job monitor tool.

One of the new visualization tools developed for this
platform was the experiment explorer. The experiment
explorer, shown in Figure 5, displays the parameter
files and log files for each step in the experiment. It
provides a graphical view of the experiment structure as
well as a convenient way to monitor and debug an

experiment.

Num: 13502

Job: dec_setup_decode
Cluster: dec_setup_decc
Type: param

Path: E/BBIN/ocr_traner

Experiment: 13902

[ Refresh Tree H Close |

- decode-ranfl
t/usrilocal/bindper

Prepares a run fo:

#
#
#
#
# o Creates all nece
# o Copies all mode!
# o Creates a per-ir
#

use strict;

use ocr_utils:

use File::Copy:

T N P A ]

Figure 5: Experiment explorer display

After training, the models are evaluated against a test
set. The test results are displayed in a results viewer
tool shown in Figure 6. In the results viewer, the
original line image, the corresponding recognition
result, and the reference transcription are displayed
together. The result and reference transcriptions are
aligned and color coded so that errors can easily be
seen. Line-by-line, page-by-page, and overall error
rates are also displayed.

Figure 6: OCR recognition results display

3.3 Data Requirements

In the Flex platform we assume that the user will
provide a corpus of document images and the
corresponding line-by-line transcriptions.

A critical benefit of our HMM OCR technology is
that it does not require manual character-level
segmentation of document images for training. Also,
line locations are found automatically in black and
white input images using our HMM line finding method




[1]. This greatly minimizes the effort required to
transcribe a training corpus.

We have standardized our OCR system on the
Unicode character encoding standard in order to
support a wide variety of languages and to facilitate
easy integration with other downstream processes. Even
within the Unicode standard there are a number of
character-rendering issues that our system must deal
with.

One of the most common issues is the reading
direction of text. While most Western languages are
read from left to right, Arabic and some other Middle
Eastern languages are read right to left. Our system
accounts for this by reversing the direction of feature
extraction to match the reading direction and training
models in the usual way. This requires a priori
knowledge of the language of each document.

Reading direction becomes a little more complex
when bi-directional text rendering [8] is taken into
account. Unicode is always encoded electronically in
speaking order. When a line of text contains right to left
text interspersed with left to right strings, the left to
right strings are rendered as such within an overall right
to left line.

For our modeling purposes in order to align the
feature vectors with their corresponding Unicode
transcriptions, we reverse the underlying Unicode
speaking order for embedded bi-directional strings
temporarily for modeling and recognition then map
them back to the standard Unicode ordering in the
recognition output.

Fu+063ﬂ | U+0647 | [ u+0631 |

Figure 7: Right-to-left rendering in Arabic

There are a handful of characters that are rendered
out of sequence with the general rendering direction of
the script from which they come. An example of this is
the Devanagari vowel sign ‘I’ (encoded as U+093F in
Unicode) used in Hindi and other Indic languages.
When it appears to the right of a consonant in the
character encoding, the ‘I’ is rendered to the left of the
consonant even though standard rendering for
Devanagari is left to right. An example of out-of-
sequence character rendering is shown in Figure 8.

A related, though more frequent character rendering
issue occurs in languages such as Thai and Hindi. These
languages have vowels and diacritics that are rendered
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in the same horizontal space as surrounding consonants.
Since our feature extraction procedure proceeds in one
direction using a fixed-height window, features from
multiple characters are folded into the same feature
vectors when two characters are rendered in the same
horizontal space.

In order to deal with cases of overlapping and out-of-
sequence character rendering, we take a combinatorial
approach. Instead of detecting vertical or out-of-
sequence rendering during decoding, we detect these
cases in the training transcriptions and create unique
models for each one. In practice this is done by
clustering adjacent characters in the training
transcriptions based on rendering information. The
clusters are then used as the base modeling units.

Using such clustered modeling units, on a corpus of
clean scanned Hindi documents, we have achieved
character error rates of 1.4% using the full-character
model configuration [5].

[ U+0930 | | U+093F | | U+0938 |

- ¥ =&
Nob S
Ra
| u+0930 | [ u+0945 | | u+0902 |

' '
I\4/
)

Figure 8: Vertical rendering and out-of-sequence
rendering in the Devanagari script

4 Supported Modeling Techniques

This section describes modeling techniques that are
currently supported by the Flex platform. Full-character
modeling is the base modeling technique that usually
provides the highest decoding accuracy. Several other
modeling configurations that increase decoding speed
over the full-character configuration are described;
these include Fast Gaussian Trees, Tied Mixture
Models and Sub-character models.

4.1 Full-character Modeling

Character Tied Mixture (CTM) training is the basic
full-character training method used by the OCR training
system. It is the preferred training method for most
alphabetic scripts. For scripts with large numbers of




unique characters, sub-character modeling offers

significantly faster decoding speeds.

The CTM training method trains a separate HMM for
each unique character in the training corpus. Typically
we use 14-state, left-to-right HMMs with seif-loops and
one-state skips. A codebook of 256 Gaussians is
associated with the HMM for each character and there
is no sharing of Gaussians across different characters.

CTM models usually produce the most accurate
decoding results and the slowest decoding speed. Apart
from the model parameters, decoding speed for CTM
models depends on the total number of unique glyphs
that we choose to model for a particular language.
These glyphs are usually simply the characters in the
target language, but in the case of languages with
vertical character rendering some glyphs are
combinations of characters.

4.2 Fast Gaussian Trees

Broadly speaking, the time spent during recognition is
spent either in computing the HMM score (i.e.,
evaluating the Gaussian likelihoods) or in executing the
search logic itself. In a basic HMM system, typically
the Gaussian computations tend to dominate the overall
computation time. One efficient method for reducing
the Gaussian computation time is to first select (using a
fast computationally cheap procedure) a preferred list
of Gaussians for each feature vector and then only
compute the likelihoods for those preferred Gaussians.
Our implementation of this technique is referred to as
Fast Gaussian Computation (FGC) trees or just Fast
Gaussian Trees. For each feature vector, we walk down
the FGC tree to find the preferred list of Gaussians for
that vector.

FGC trees are automatically estimated from training
data using trained CTM models. They do not alter the
base CTM models and can be turned off during
recognition.

While the decoding speed is faster than straight CTM
models, recognition accuracy is typically a little worse
using FGC trees. One important feature of the FGC
tree architecture is that we can trade-off accuracy for
speed by adjusting the length of the list of preferred
Gaussians; the shorter the list, the greater the gain in
speed and (typically) the greater the loss in accuracy.

4.3 Tied Mixture Modeling

Another way to reduce the time spent in Gaussian
computations is to share Gaussians across different
characters. We call this sharing approach the Tied
Mixture (TM) model. In the TM model, instead of
using a separate set of Gaussians for each character
model, a single set of Gaussians is shared among all
models. Mixture weights for each model are used to
distinguish models from one another. As a result, only
one set of Gaussian likelihoods needs to be evaluated
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for each input feature vector. In the standard CTM
decoding, we use a separate set of 256 Gaussians for
each character HMM, whereas in the TM mode we
typically use a single set of 512 Gaussians. This is a
huge reduction in the number of Gaussians in the
system. As is to be expected, this reduction in the total
number of parameters leads to a worse performance but
once again the trade off between accuracy and speed
can be controlled by adjusting the number of Gaussians
in the TM model.

Our recognition engine uses a patented two-pass
beam search. The goal of the first pass is not to
generate the single-best hypothesis; rather, the goal is to
prune out as many unlikely hypotheses as we can
without rejecting the correct answer. The pruned
hypothesis list is the starting point for the second pass
where more detailed models (e.g., CTM models) can be
used. We have found that the TM models are most
effective method when used in the first pass in
combination with CTM models in the second pass.

As with FGC trees, combining TM and CTM models
increases decoding speed at a small cost to decoding
accuracy. FGC trees and TM models can be used jointly
to obtain a greater increase in speed than either
approach can deliver when used separately.

4.4 Sub-Character Modeling

Unlike the FGC trees and TM models, the primary aim
of the sub-character modeling approach is to reduce the
time spent in the search logic. For large character sets,
the fan-out at each node in the search network is also
large. As a resuit, for languages with large character
sets, the time spent in the search procedure (i.e.,
propagating scores and hypotheses from a node to all
following nodes and sorting node scores at each time
instant), can become a large fraction of the total
compute time — especially when FGC trees and TM
models are used to reduce the Gaussian computation
time.

The sub-character configuration is based on the
observation that when looking at a group of characters
closely, many sub-regions are similar or identical across
different characters. For example the first half of the
character ‘o’ and the first half of the character ‘¢’, look
virtually the same, and therefore should not require
different models. This similarity is exploited by
modeling similar sub-characters with a single model
then chaining these models together to model the full
characters. Typically, each sub-character model is a 3-
state HMM and a full character is spelled using up to
five sub-characters to create a 15-state model.

In keeping with our overall approach of not requiring
language experts, the list of sub-characters and the
spelling of each full character using these sub-
characters are both performed automatically using a
clustering procedure. The optimal number of sub-
characters could vary depending on the language. We




have used sub-character models for Chinese and
Japanese data sets containing approximately 4000 and
3000 full characters, respectively. For these data sets,
we have found that 1024 sub-characters is the best
configuration [4].

S5 Planned Improvements

Duration modeling and Adaptation are two modeling
techniques that have been developed at BBN but have
not yet been integrated into the Flex platform. Duration
Modeling increases decoding speed (without any loss in
accuracy) by adding a temporal constraint for each
character. Adaptation allows existing models to be
tuned for a new domain by using a small amount of
training data from that domain.

5.1 Duration Modeling

The speed improvements described above involved
reducing the number of Gaussians computed during
character recognition. Another approach that has been
explored is to use a constraint on the length of a
character to speed up the forward pass of decoding.
This is known as Duration Modeling [6]. For the
purpose of duration modeling, the duration (or length)
of a character hypothesis is simply the number of
frames that are aligned with that hypothesis. Please
refer to Section 2 for a description of frames.

As described earlier, the Byblos recognition engine
uses a two-pass search algorithm. In the fast match
pass, unlikely hypotheses are pruned from the search
space of hypotheses. The goal here is to remove as
many wrong hypotheses as possible before the detailed
match pass. Duration Modeling adds a constraint on the
length of a character during the fast pass match to
prevent new hypotheses from being generated at
improbable locations. For example, the duration model
would prevent a character hypothesis that has one-tenth
the duration observed in training.

Character durations are modeled as simple
histograms on the durations observed during training.
We use a separate histogram for each character. The
trained histogram is then smoothed using an appropriate
smoothing window, and the smoothed histogram is used
to apply a hard constraint in the search algorithm.

Experimental results on Chinese data have shown
that Duration Modeling can improve decoding speed by
37% without decreasing decoding accuracy [6].

5.2 Adaptation

Another potential addition to the Flex platform is
character model adaptation. Often models exist for a
particular language of interest; however the
characteristics of the target domain of documents to be
processed do not match the characteristics of the
training corpus that was used to train the existing
models. This mismatch often results in degraded
performance. For example, the models may be trained

on data from newspapers and magazines while the
domain of interest might be photocopied, faxed, or
camera-captured documents.

Adaptation is a method that allows us to use a small
amount of new training data from the domain to tune
the parameters of existing trained models to that
domain. Previous work at BBN [7] has shown that
Maximum Likelihood Linear Regression (MLLR)
adaptation can provide significant improvements in
performance.

6 A Case Study: Training Korean Models

During development, the Flex platform was continually
regression tested using a number of data corpora that
we have used in the past for model training. These
corpora included data sets from Hindi, Arabic, Thai,
Chinese and Japanese. Once the initial version of the
platform was developed, we wanted to test the system
on a completely new corpus/language to verify that our
end-to-end training procedure could handle a new
language.

We tested using a corpus of 1054 clean Korean
images generated electronically from text. Before this
test, we had never trained our system on any Korean
data.

The corpus was not manually inspected ahead of
time. The black and white documents and the
corresponding UTF-8 transcriptions were simply loaded
into the system and the standard procedure was used to
validate the data and to run the model training process.
The system automatically split the corpus into training
and test sets ~ 811 documents in training and 243 in
test. The ratio of training to test is a configurable
parameter available to the user so these amounts could
have been different. A total of 1525 units were modeled
including individual Unicode code points and character
clusters as described in Section 3.3.

The first experiment we ran was full-character
training. This took approximately 18 hours of
processing time on our dual-processor 2.6 GHz
machine but only about 30 minutes of setup time for the
user. The experiment ran through to completion without
error. We ran recognition followed by optimization of
the decoding weights then decoded again using the new
weights. The character error rate on the fair test set
using the CTM models was 6.84%.

Experiment Character Error Rate
Full-character (CTM) 6.84%
CTM plus TM &FGC 7.41%
Sub-character 7.52%
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Table 1: Error rates for clean Korean images

The standard procedures were followed to train FGC
trees, TM models, and CTM models. Additionally, we
used the standard procedure to train sub-character




models. The recognition results for all of these
experiments are shown in Table 1.

7 Conclusions

The Flex OCR model configuration platform greatly
simplifies the creation of new models for the BBN
Byblos OCR system. It will allow non-expert users to
train OCR models in their own facilities on their data.
The platform includes a number of new tools for
visualizing various aspects of the model training
process. Updated modeling techniques that provide
better performance and recognition speed can easily be
added to the platform as they become available.

The BBN Byblos OCR system is now standardized
on the Unicode character encoding system which
allows the system to support a wide variety of
languages.

Though this platform was developed for OCR
modeling we believe that the distributed computing
environment and the user interface can be easily re-
configured to support other similar tasks.
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Abstract— Analysis of large collections of complex doc-
uments is increasingly critical to forming accurate and
precise intelligence appraisals of enemy activity. Com-
plex documents include handwritten notes, diagrams, and
graphics in addition to printed and formatted text. Col-
lections may comprise many different types of complex
documents and data, hence extracting useful intelligence
from such collections is difficult and time-consuming. Ex-
isting automated analysis and search tools are of minimal
help. Point solutions exist for some relevant subproblems,
but most of these systems are specialized to work with
only a single type of information, and in some cases are
specific to a particular genre.

We describe issues surrounding our ongoing develop-
ment of an integrated system supporting complex document
information processing (CDIP). When completed, the sys-
tem will support: (a) segmenting and analyzing complex
document components to produce data representations
supporting querying and data mining, (b) importing such
analyzed documents into database structures that allow
efficient querying and data mining, (c) answering complex
queries against information spanning multiple kinds of
complex document data, and (d) discovery of patterns and
relationships in complex collections, optionally guided by
user queries. We also discuss our initial efforts to build a
complex document test collection for evaluating both our
system and others that may appear in the future.

I. INTRODUCTION

In the modern geopolitical climate, very large collec-
tions of complex documents are increasingly important
to form accurate and precise intelligence appraisals of
enemy activity. Such collections are rife, including many
documents recently captured in Iraq and Afghanistan by
U.S. forces, those captured in Ramallah by Israeli forces,
and more. Effectively extracting useful intelligence from
such large collections is currently an incredibly difficult
and time-consuming task, since traditional automated
approaches are not applicable. Analysts currently dealing
with complex document collections must manually sift
through enormous and jumbled collections of typed and
handwritten texts, diagrams, lists, and more for useful
facts. For instance, in the hunt for Saddam Hussein a
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team of military officers laboriously scoured thousands
of complex documents by hand and gradually built a
complicated multicolored chart showing links between
people and organizations, to make sense of the enormous
mass of information confronting them. As no integrated
automated tools currently address this problem, there
is a growing and clear need for computer systems for
complex document information processing (CDIP). This
paper describes our efforts towards development of a
useful CDIP system.

We consider complex documents to include hand-
written notes, diagrams, and graphics in addition to
printed and formatted text. Furthermore, collections can
consist of multiple types of documents; as a simple
example, the Enron collection contains e-mails, policy
documents, business statements, and more. Currently,
no extant systems focus on complex documents; rather
various point solutions exist for subproblems. Solutions
exist for OCR of document images — solutions exist
for recognition of entities in text — solutions exist for
handwriting recognition — but no solutions exist that
integrate all needed methods for processing complex
documents.

The essential problem is that existing point solutions
take no regard for the entire complex document problem.
Research progress is also slowed by lack of any accepted
complex document test collection. This paper describes
our work on developing an architecture that supports
complex document information processing, building a
complex document collection for evaluation, testing our
architecture using core (existing) point solutions, and
improving overall performance by identifying bottle-
necks and developing new point solutions or integration
techniques, as needed.

A. Background

Though no integrated CDIP system exists, to the best
of our knowledge, point solutions do exist for all key
components of the complex document problem. Some
are addressed by NIST-funded data collection and com-




petitive evaluation efforts such as TREC, CLEF, NTCIR,
and MUC. They include:

optical character recognition (OCR)
extracting document structure

handwriting and signature recognition
extraction of tables/lists and their data
finding/interpreting figure captions
search/retrieval of images and graphics
cross language information retrieval

entity and structured information extraction
document clustering

However, such systems are specialized—each only works
with a single type of information, and is often specific
to a particular genre (such as news stories). Thus, when
faced with complex documents, users must partition the
data manually and use multiple systems in a piecemeal
fashion, manually collating results. Three main problems
arise when using such systems piecemeal for CDIP.

First, when a specific system is unaware of the larger
context of the information which it is given, its results
may be degraded, as well as incomplete. For example, if
a printed-text OCR system is given a printed page with
overwritten handwriting, it will likely give a high error-
rate on the printed text, as well as possibly producing
extra, spurious, recognition results for the handwritten
portion. An integrated system that first separates printed
text from handwriting and processes them separately
would do much better.

Second, when multiple information processing sys-
tems are used, where each system has no awareness of
the others, the difficult tasks of collating, cross-checking
and determining consistency of information items must
be done by hand. This is both expensive and error-prone
when dealing with very large numbers of documents.

Third, component systems normally require the de-
termination of operation parameters which are set to
optimize performance. Optimizing the performance of
individual components, however, does not guarantee
optimal performance of the overall system.

B. Project goals

Today’s fragmented solutions offer text, structured
data, and XML search, but lack a unified search re-
gardless of the inherent structure of the data. Today,
analysts are forced to search for key pieces of evidence
by hand, log them into a journal, and then gradually
identify connections among information items. We are
currently developing an integrated suite of software tools
targeted at complex document information processing
(CDIP). These tools will ultimately support:
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o Posing of complex queries against information
spanning structured, semi-structured and unstruc-
tured data in a complex document collection,
Analysis of each component of a complex document
collection with appropriate techniques (e.g., docu-
ment analysis for scanned text, language processing
for online text image analysis and OCR output,
statistical transformations for numerical data) to
produce attributes that support querying and data
mining,

Importing of analyzed documents into database
structures that allow efficient querying and data
mining, and

Discovery of patterns and relationships in complex
collections, optionally guided by user queries.

All tools are being implemented using a modular
design supporting a variety of applications; our goal
is ensuring that such tools are suitable for use with
existing analytical tools. We focus on enabling users
to effectively access all the information contained in a
complex document — not only the image portion, or
only the text portion, or the only numerical portion.

To optimize the overall performance of the system we
use an integrating principle of a probabilistic document
model which integrates, in a principled manner, interpre-
tations and reliability estimates thereof from all system
components. In this way we intend to meliorate, if not
overcome, the risk of error propagation. In addition, this
approach enables “goal-directed interpretation” in which
the process of responding to user queries can initiate
reinterpretation of document image data.

The remainder of the paper describes our vision
for useful analytic CDIP tools in more detail. In the
following section, we describe issues in CDIP system
design, including its functional requirements and system
architecture. We then deal with the involved question of
how to evaluate CDIP technologies in general, and our
plans for the building the first extant complex document
test corpus and how it will be used to evaluating and
developing the system further. We conclude summarizing
our current state of development and further issues for
exploration.

II. CDIP SYSTEM DESIGN

A. Functional requirements

The focus is on developing a prototype tool suite
implementing three core CDIP technologies of text
analysis, integrated retrieval, and data mining. Specific
attention is being paid to modular design, to ensure that




the developed software modules will easily integrate into
different task-level applications.

Text analysis augments text documents and com-
ponents with canonical class labels or structured in-
terpretations. This eases querying, since the user can
sometimes refer to labels from a finite set rather than
anticipating all vocabulary variations. It also aids data
mining, by providing sets of attributes that are smaller,
less ambiguous, and more task specific than natural
language words and phrases. We currently concentrate on
two key text analysis technologies: text categorization [1]
and stylistic analysis [2], [3].

Integrated retrieval from different kinds of data
sources is a key mediator function—our IIT Media-
tor system currently supports a variety of traditional
data sources such as unstructured text, semistructured
XML/text data, as well as structured database query-
ing [4]. A rule-based source selection algorithm selects
those data sources most relevant to an information re-
quest, enabling the system to take full advantage of
domain-specific searching techniques, such as translation
of a natural language request into a structured SQL
query. Results are then fused into an integrated retrieval
set [5]. Such integrated domain-specific search is unique,
to the best of our knowledge, in the current state of the
art. The prototype builds upon this foundation to allow
sophisticated querying of information extracted from
complex documents at previous levels. Spatial relations
between document elements, such as adjacency, are be
straightforward to encode and query, as are keywords
denoting topic, style, and graphic categories. This will
enable searching for clusters of related data elements, as
in queries such as “Find three orders mentioning attacks
on different countries, all signed by the same person.”

Data mining can leverage the fact that the IIT Medi-
ator already indexes many different kinds of data using
a relational database model, allowing straightforward
integration of structured and unstructured data. We are
developing tools that will augment this structure with
stylistic, graphic classification, and template-based data.
This approach allows application of traditional data
mining and machine learning methods to discover rela-
tionships between different data such as association rules
{6] and document clusters [7]. We will further develop
routines to find correlations in document descriptors (for
example, possible relationships between the author of a
document and particular language styles).

These constitute relatively robust, broadly applicable
technology sets for whose elements a number of existing
implementations are available. They also produce outputs
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particularly compatible with other components of the
system. In the near future, we will also examine incorpo-
ration of richer, but more domain-specific, technologies
such as named entity recognition and information extrac-
tion.

B. Processing Modules

The prototype architecture is designed as a generic
framework for integrating component technologies with
appropriate APIs and data format standards to allow
‘plugging in’ different subsystems for performing com-
ponent tasks. We emphasize that, throughout, software
development work in the prototype is on interfacing and
integrating existing available components, rather than on
developing new ones.

Image analysis in the prototype comprises modules
for low-level image processing, which segment differ-
ent components of a complex document. Among these
processes, printed text is separated from handwriting
tables, and graphics, signatures and logos are identified,
characters and words in printed text are segmented from
each other, and features characterizing these different
components are extracted for higher-level processing.
Additional modules are included to determine spatial
relations between document image components for: geo-
metric analysis of document structures, parsing of tables
and lists, and finding geometric associations.

Symbol analysis consists of processes for extracting
symbolic content and relations from processed image
data. This symbolic content can serve as input to the
information database and conceptual analysis functions
which provide knowledge-level analyses (retrieval, data
mining, reliability assessment) using these primitives.
Symbol analysis covers a range of different functions,
including letter/word identification (i.e., OCR), hand-
writing attribution, classification of maps and diagrams,
and parsing of tables and lists in the document. While
some of these functions are more language-based and
others more graphically-based, in the system these pro-
cesses will interact via a probabilistic document structure
model.

High-level information access and analysis functions
consist of information retrieval from a collection’s het-
erogeneous data and data mining to find interesting
and meaningful patterns in that data. Retrieval in the
prototype is based around IIT Mediator technology
maintains a database of extracted information and han-
dles user requests. The functionality at this level is
integrated retrieval from heterogeneous data extracted
from complex documents. As well, we are studying and
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Architecture of the full envisioned CDIP prototype.

working on techniques for pattern detection on complex
document collections. Our main goals are: extracting
information, finding relational and temporal links and
patterns, and organizing this information via a usable
interface. While such tasks have been addressed pre-
viously in other contexts, and some have made some
use of speech recognition and OCR on news data,
the challenges are much greater with diverse, complex
material from multiple sources. For instance, it may be
necessary to maintain multiple ambiguous interpretations
in the output of handwriting recognition and OCR, which
can stress data mining and pattern finding techniques.
Thus as our project progresses, scalability in the face
of large and ambiguous datasets will be a key ongoing
consideration.

C. Software architecture

A key component of our approach is to tightly in-
tegrate the processes of document image interpretation,
symbol extraction and relation, information retrieval, and
data mining. An integrated approach promises increased
reliability for all of these processes. Constraints on image
interpretation, based on data consistency concerns at the
high-level, can improve reliability of image interpre-
tation. Similarly, gaps in the database can potentially
be filled in at retrieval time, by reinterpreting image
data using top-down expectations based on user queries.
Our envisioned architecture for the complete system is
given in Figure 1. It is divided into three main levels,
each comprising several modules: image processing,
which segments and extracts structures from images (for
OCR we will integrate existing software in the obvi-
ous fashion), symbol analysis, which performs linguistic
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and classification analysis of extracted information for
annotation in the database, and data mediation, which
includes integrated information retrieval and data min-
ing using the complex document information database
constructed by the first two levels.

Image processing for CDIP must separate out different
image components from one another, prepare them for
further processing (OCR and classification), and annotate
geometric relations between them. Separation of text
from graphics and handwriting, as well as geometric
normalization of each component, can be done using
directional and regulated morphological operations [8],
[9]. Both global and local features of each component
are extracted, for use by symbol analysis (see below).
Spatial relations between components are classified and
then used to construct a document structure model which
can provide useful annotations in the document database
(such as that certain components are likely titles, or
logos, or signatures, for example). Key will be the use
of knowledge-based constraints at this level to help
constrain the interpretative processes. For example, prob-
abilistic document structure models may be used which
give probabilities of image-level features, conditioned
on structural labels for image regions [10]. Dynamic
programming can then be used to solve for a maximum
likelihood structure under the model. If multiple possible
document structures are allowed, the highest probability
model] will be chosen for each given document.

The main function of the symbol analysis layer is
to annotate document component data (both graphic
and textual) with meaningful metadata which enables
more effective utilization at the mediation level. Diagram
clustering [11] will provide symbolic labels for similar
graphics in the corpus, allowing linking of different
documents with the same symbols or logos. Manual
annotation can easily be added as well to make such
labels meaningful to human analysts. Similarly, hand-
writing and signature analysis will be used to identify
the authors of handwritten notes (either by recognition
based on known samples, or by clustering to determine
that different samples are from the same hand). Too,
the linguistic style of textual components (extracted by
OCR) will be analyzed [2], [3] to determine a profile
of the text and its author, for genre (command, report,
request), tone (authoritative, submissive), and for author
characteristics (gender, age, background). In all of these
cases, symbolic labels will be inserted appropriately into
the corpus database which can then be searched over, or
used as data fields for data mining. In the near future,
we also intend to incorporate more in-depth linguistic




processing including part-of-speech tagging [12], named-
entity tagging (e.g., [13]), and information extraction
(e.g., [14]), which will enable inclusion of more detailed
structured data in the corpus database.

To support flexible querying of the complex docu-
ment information at the level of concept analysis, the
prototype will maintain a database of all the information
extracted from the corpus (this also includes unstructured
text). The IIT Mediator is built using the SIRE informa-
tion retrieval infrastructure [15], [16] which represents
all information, whether unstructured text, semistruc-
tured XML, or structured data, in a relational database
format. This uniform substrate gives us a foundation
to build upon to allow more sophisticated querying of
information extracted from complex documents at previ-
ous levels. Spatial relations between document elements,
such as adjacency, are straightforward to encode and
query, as are defined keywords denoting topic, style,
and graphic categories. In addition, this opens up larger
possibilities for future work, of searching for clusters of
related data elements, as in queries such as “Find three
letters discussing corporate mergers, signed by the same
person.”

Finally, our relational approach to data representation
allows the application of traditional data mining and
machine learning methods to discover new associations
in the data, such as association rules [17] and document
clustering [18], [19]. While our work on data mining
from complex document collections is just beginning,
we will work on developing algorithms that look for
correlations in document descriptors (for example, possi-
ble relationships between the author of a document and
particular language styles). Additionally, the relational
structure will ensure that our approach can be combined
with other external data (biographical data on authors,
etc.) to give users a more complete picture.

In addition to all the above, the use of an architecture
that integrates all CDIP modules, from image processing
to information retrieval and data mining, will also enable
top-down application of interpretative constraints based
on user interaction and feedback. For example, if only
partially relevant results are found for a user’s query, a
further attempt may be made to find information of the
requested type by re-examining the original documents
in light of the particular type of information requested
(and what is currently known).

II1. DATA SETS AND EVALUATION

A central task for a CDIP project is evaluating the
effectiveness of the system, and how that effectiveness
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responds to changes in effectiveness of components
(OCR, IR, table and diagram extraction, etc.). A major
tool in evaluation are test collections, i.e. data sets man-
ually annotated with desired or correct interpretations.

Test collections have played a large role in the evo-
lution of the fields on which CDIP depends: document
analysis, information retrieval, computational linguistics,
and data mining. Test collections are used both to
evaluate technologies in these areas, and to improve
the effectiveness of these technologies through tuning
parameters and fitting statistical models. Indeed, much
recent progress in these fields has resulted from the
incorporation of new statistical and machine learning
methods enabled by the availability of labeled data sets.

In contrast, we believe progress on unified CDIP
systems has lagged precisely because of the lack of
a high quality, publicly available test collection. The
construction of such a collection is a major goal of our
project. We describe our progress in this area below,
along with how we will use the resulting collection in
evaluating capabilities of our CDIP system.

A. Document Collections for CDIP Evaluation

A good test collection for CDIP should cover the
richness of inputs a CDIP system may face: a range of
document formats, structures, sizes, and genres, mani-
fested with varying print and imaging qualities. Docu-
ments should include handwritten text and annotations,
diverse fonts, and elements such as images, tables,
logos, and other graphic complexities. The volume of
documents, and the number of redundant or useless
documents, should be large enough to stress the com-
ponent technologies and the system as a whole. Further,
given our interest in intelligence applications, we want
our collection to contain private communications within
and between groups of people planning activities and
deploying resources. Finally, the data in the collection
should be publicly available to researchers with minimal
costs and licensing restrictions.

Documents that become public through legal duress
(lawsuits, criminal trials, FOIA requests, etc.) provide
one of the best sources of such material. We have chosen
to base our collection on the Legacy Tobacco Documents
Library, a collection of approximately 7 million docu-
ments (42 million pages) that became public through le-
gal proceedings against US tobacco companies. We have
arranged to obtain these documents in TIFF format, with
associated metadata, from the University of California -
San Francisco [20].




Besides satisfying the criteria we listed in the previous
section, the tobacco documents have the advantage of
an associated active research community. More than
200 peer-reviewed papers have been published using
documents from LTDL and similar sources [21], and
the US National Cancer Institute has funded more than
a dozen groups to study various topics using tobacco
documents [22]. We plan to leverage this interest to aid
CDIP evaluation, as discussed in the next section.

B. Methods and measures

Evaluation of the CDIP prototype and its components
requires not just documents, but also defined tasks,
desired system outputs for those tasks, and measures
of how well the system produces such outputs. We are
defining such evaluation tasks for three key aspects of
our prototype’s performance: document analysis, infor-
mation retrieval, and data mining.

1) Document Analysis: One set of evaluations will
measure the effectiveness of our document analysis
components. These results will help direct future re-
search and development by both: (a) aiding evaluation of
which component algorithms perform best on complex
documents, and (b) enabling us to determine which (if
any) document analysis components are responsible for
retrieval or mining errors at the high-level. Testbed tasks
will be constructed by manually annotating samples of
50-100 diverse document images for each type of desired
output: text segments, document structure, diagram tags
and relations, recognized characters, and so on. We
are making initial use of a stratified sample of about
1200 tobacco documents produced by tobacco document
researchers at University of Georgia [23]. This sample
has been annotated with ground truth for printed and
handwritten text.

Outputs generated by CDIP components will be
compared to the manual ground truth and differ-
ence recorded. Standard effectiveness measures (e.g.
character- and word-level error rates for OCR) will be
used.

2) Information Retrieval: Test collections for infor-
mation retrieval require, in addition to documents, a
set of topics (specifications of certain documents of
interest, and queries a user might enter to find them)
and corresponding relevance judgments (lists of which
documents should be retrieved for each topic). We are
in discussions with several tobacco document groups to
formalize as topics some of the subject areas in which
they are searching for documents, and to cooperate on
producing relevance judgments.
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While these efforts are at an early stage, several
aspects of the topics already suggest they will provide
a good challenge for CDIP capabilities. Many topics
specify not only documents on a particular topic, but
documents of a particular genre (e.g. memos or min-
utes) or with a particular audience (internal vs. external
communications). Such topics provide a challenge to
both document image analysis and linguistic stylistic
analysis. Handwritten documents and annotations are
also of particular interest, raising the question of what
can be done to improve their accessibility short of
(currently impossible) arbitrary handwriting recognition.

We will measure the ability of the CDIP prototype
to retrieve relevant documents in response to queries for
each topic, and compute standard effectiveness measures
such as simple average precision.

3) Data Mining: Another type of processing that
we will support is a full scan of a set of complex
documents to look for interesting patterns. Evaluation
of data mining will focus on both effectiveness and
efficiency. Effectiveness will be measured against small
amounts of manually annotated data. We will investigate
active learning methods in producing annotated data for
training and experimental design methods for reducing
the amount of data to annotated in order to determine
differences among systems. In some cases, it may be
possible to use one part of a complex data set as ground
truth for pattern finding on another. For example, one
document may list the membership of a group at a partic-
ular time, while determining that from other documents
would be of interest. Tobacco document researchers have
also established ground truth for some items of interest,
e.g. links between various tobacco industry personnel
and outside organizations.

Efficiency is an issue not just because of the size
of complex document collections, but because of the
ambiguity introduced by OCR, handwriting recognition,
and document structure analysis. This ambiguity can
vastly increase the range of patterns which a data mining
system must consider, impacting running time and mem-
ory (as well as accuracy). We will focus in particular
on how algorithms for association rules and temporal
sequence patterns scale with the degree of ambiguity in
interpretation.




IV. CURRENT STATUS
A. The IIT Mediator

The current prototype of the IIT Mediator! imple-
ments the essential functionality of integrated retrieval
we have described, for document data represented in a
structured format (as above). It deals in a seamless man-
ner with a variety of data sources, including free-text,
semistructured XML, and structured databases (complex
document information will be integrated soon, as lower-
level processing and extraction modules reach maturity).
The IIT Mediator keeps separate stores of metadata
for each type of source that it has access to, which
enables it to determine which sources are most likely
to have data relevant to a given query. Simple natural-
language query processing extracts functional roles from
the query that a rule-based processor then translates
into source-specific queries. Results are then integrated
via an information-fusion algorithm [5]. Currently, the
Mediator sends the query in its natural-language form to
all available unstructured sources, essentially performing
a metasearch. The idea is that the Mediator results, in
addition to possibly containing an answer to the user’s
query, will at least be no worse than those obtained from
a traditional metasearch [24].

B. Symbolic document processing

For symbolic analysis, we have focused to date pri-
marily on topic and style based text categorization. Work
on these tasks requires solving two main problems:
developing algorithms to build accurate classification
models, and constructing sets of features that are both
useful for text categorization and computable. For the
former we have both used existing machine learning
methods, as well as a novel text categorization method
based on Bayesian logistic regression [25]. We have also
developed a comprehensive infrastructure for processing
and representing linguistic annotations for texts in a
database format, which includes tools for extracting a
wide variety of linguistic textual features. We have fur-
ther developed resources for features based on Systemic
Functional Linguistics [26], which enable more accurate
and more insightful stylistic text classification, in many
cases [27], [28].

C. Image processing

The image processing components of our system will
rely on commercial software components as well as
additional components we are developing. Commercial

'"Demo version available at http://www.ir.iit.edu/mediator.
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OCR engines include in addition to OCR/ICR additional
processing capabilities that are necessary for document
analysis. These capabilities include noise filtering and
skew correction, adaptive image segmentation, detection
of page orientation, and document zone determination.
Detected zones include text blocks, tables, and graph-
ics/pictures. The performance of commercial engines
on noisy document images is yet to be determined.
In addition to a commercial OCR engine we will be
using the DocLib system developed by the Language
and Media Processing Laboratory of the University of
Maryland, as an integration framework. DocLib includes
in addition to low-level processing capabilities, several
high level-modules such as logo-detection and script-
identification. The components we are developing for
this system include document image de-warping modules
[29]1, [30], separation of text from handwriting using
directional regulated morphological operations [8], [9],
signature clustering, and table identification in noisy
documents.

V. SUMMARY

Complex document information processing is of in-
creasing importance to intelligence analysis in the mod-
ern world, and yet little work has been done on devel-
oping integrated solutions to this problem. We have laid
out an integrated architecture which unifies the various
component technologies, giving a clear roadmap for
research on developing useful CDIP systems.
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Abstract

Often, valuable document processing intellectual
capital is lost due to staff transitions or project

restructuring  prior  to  technology  transfer.
Furthermore, hardware and software integrity,
dependencies, and  compatibility — are critical

components that often impede technology migration.
While many open source tools attempt to mitigate these
issues, they do not always address specific design needs
and tailored-process that Government organizations
must adhere to. This paper addresses the need for a
common document processing research vehicle through
which institutions can develop and share research-
related software and applications across academic,
business, and Government domains.

1 Introduction

Although research does not generally commission the
development of production quality software, the
absence of a software development framework and
guiding process can significantly impede progress upon
the migration of technologies. The transfer of
technology across organizational boundaries requires a
significant time investment. These efforts are often
exacerbated when there is incomplete documentation,
unpredictable methods required to build and execute
software, inconsistent software dependencies, and/or a
misuse of software. The setup, configuration, and
execution of research-related software can be difficult
without a structured and shared development and
delivery process. Although a time investment is
required during software acquisition, a lack of
infrastructure and process causes an avoidable loss of
intellectual capital within the document processing
community. A set of core research tools developed with
an eye toward production, quality, and stability can
allow valuable intellectual resources to be more focused
on creative and innovative document processing
solutions. This, in turn, can maximize return on
investment (ROI) for funding organizations. This paper
prescribes a systematic development approach and
shared architecture which has been successfully used in
collaboration across academia, business, and
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Government environments. The DOCLIB Collaboration
Model also includes an “add-on” construct that allows
research related applications to be developed and
shared.

The DOCLIB Collaboration Model has been
effectively used as a communication portal between
University of Maryland, the Department of Defense,
and industry. The use of this collaboration model has
resulted in a shared document image processing C++
toolkit termed core-DOCLIB. This toolkit is currently
funded by a specific Government division.

Most existing software packages satisfy only a sub-
set of the document processing user base and do not
prescribe a robust development process to facilitate
technology transfer [11,12,13,14]. For instance, Intel’s
OpenCV Toolkit provides high-level computer vision
methods for Windows users only [11]. This limitation
creates a barrier across the enterprise and discourages
collaboration. Alternatively, MATLAB does not
provide the ease-of-use and efficiencies needed for a
collaborative model [14]. The core-DOCLIB toolkit,
however, supports various platforms (e.g.: Windows,
Solaris, Linux, etc) and compilers (e.g.: c++.net, gee,
g++, Forte) and readily conforms to security pre-
requisites most Government agencies must adhere to.
Moreover, the external API was designed to be easy-to-
use for those users new to the object oriented world.

Our intention is to advertise the DOCLIB
collaboration model across varying Government
divisions. Decisions relating to sharing of the core-
DOCLIB software, shared development environment,
and add-ons are in progress.

2 Approach

Compliance to a structured development process that
directly addresses many of the technology migration
obstacles currently facing the industry was the driving
force behind the core-DOCLIB success. The DOCLIB
Collaboration Model involves the use of the core-
DOCLIB toolkit and the adaptation of a shared process
used to foster collaboration.




Core-DOCLIB is a C++ toolkit that provides
document/image-processing capabilities through a
documented, easy to use interface. This library seeks to
provide a functional, stable, and robust environment
that supports the collaborative development of research
capabilities. Use of the DOCLIB Collaboration Model
has facilitated technology migration by mitigating
debugging time, number of code reviews, and
configuration management challenges.

Document processing research applications that are
built on top of the core-DOCLIB library are referred to
as DOCLIB add-ons. A DOCLIB add-on standardizes
the delivery and use of research applications. Robust
test scripts, standard naming conventions, auto-
generated documentation, and an organized directory
hierarchy are some of attributes that are included as part
of an add-on. Adherence to the add-on conventions
fosters discipline within organizations resulting in less
time-consuming technology migration efforts. The
application of the DOCLIB Collaboration Model to
‘add-ons’ has improved collaboration efforts between
the Department of Defense and the University of
Maryland over the past two years.

3 Core-DOCLIB

The establishment and use of the DOCLIB
Collaboration Model fueled the creation of the core-
DOCLIB C++ toolkit. This toolkit has served to satisfy
document processing research requirements set forth by
academia and the Department of Defense. It was
necessary for core-DOCLIB to be scalable, flexible,
and extendable to meet specific organizational needs.
For example, use of an Image Factory was introduced
in the core-DOCLIB architecture to satisfy a need for
plug-and-play image formats. This design allows image
types to be added or removed without modifications to
the existing core-DOCLIB code.

DLImage DLImage is the centralized image object
used to store image data and header information when
loading an image. The DLImage object is a generic
image format that is independent of the input image
types (i.e. TIFF, JPEG, GIF, etc.). DOCLIB Image
processing algorithms are designed as independent
modules that can be added or deleted without affecting
other core-DOCLIB features (See Figure 1).

Core-DOCLIB currently supports the following image
processing features:

e  Resize an image
¢ Rotate an image
e Subimage
o  Flip an image
e Contour an image
e  Reverse black/white pixels on an image
e Paste an image
s  Project
¢ Calculate connected components
e Draw Line, Box, Pixels onto an image
e Dilate an image
o Erode an image
e  Sharpen an image
e  Blur an image
e Conversions:
- 256 Color quantized
- Percent Thresh hold Binarization
- Threshold Binarization
- Color To Gray
- Threshold Gray To Binary
- NIBlackBinarization
- Binary To Color
- Gray To Color
- Binary To Gray
- YCrCb Binarization
e  Skeletonize
e Deskew

e Centroid

Image Factory This factory inherits the Factory
Design Pattern concept and extends the factory concept
(See Figure 2). The Image Factory enables a higher
lever of abstraction, encapsulating the implementation
of all image objects. Moreover, the Image Factory
provides the logic to determine an image's file format
without the user specifying.
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Figure 1: DOCLIB Algorithm Hierarchy
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All image type objects are declared statically,
therefore, the image type objects are constructed when
the application starts. Image type objects register their
existence at the Image Factory during construction (see
Figure 3). Once the new image object has been
registered with the Image Factory, the new image type
will be one of the supported images in core-DOCLIB.
The core-DOCLIB Image Factory architecture has been
proven and allows the Department of Defense to ‘plug-
in’ proprietary image types into core- DOCLIB without
any code modification.
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Figure 3: Image plug-in registration process

3.1 DLDocument

The DLDocument class was defined as a container for
the results of basic image operations and metadata
calculations performed by other DOCLIB classes and
add-ons. While DLImage is a container for the basic
image operations implemented in DOCLIB,
DLDocument offers data structures and methods for
manipulation of metadata, i.e. data that is on a higher
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cognitive level than just the image pixels, such as
ground-truth data for classifier training or logical
segmentations into lines or characters. DLImage and
DLDocument are two independent modules standing
side by side and interacting with each other, as
illustrated in Figure 4. In particular, DLDocument and
its subclasses have access to their own image data and
can perform basic image operations using the methods
in the DLImage class.

Image Processing Document Processing

Figure 4: DLImage and DLDocument

DOCLIB’s DLDocument class understands documents
as hierarchical entities composed of pages containing
regions of interest, which we call zones. Accordingly,
DOCLIB’s document hierarchy consists of the
following objects:

¢ DLDocument
e DLPage
¢ DILZone

The zones are hierarchical structures in themselves and
can contain sub zones (see Figure 5).




Figure 5: DOCLIB’s document hierarchy

The DLDocument class represents the highest level in
the DOCLIB document hierarchy. It is a container for
attributes that describe the layout and content of one or
more pages within a document. Each DLDocument
object has a unique document ID and features a list of
document tags allowing developers to dynamically
append or remove additional self-defined attributes.
Several constructors are available, depending on the
information present at the time of construction. The
pages of a document are stored in a simple list
structure. Developers have access to this list via a set of
functions for appending, inserting, or deleting either
one single page or a list of pages.

The DLPage class represents the metadata and logical
content of a document page. Its main purpose is to
accommodate information specific to pages rather than
whole documents. The structure of DI .Page, however,
is similar to DLDocument. It contains a page ID and a
dynamic attribute list that developers can use to store
self-defined attributes. The main difference to the
DLDocument class is a list of zones, which are general
containers defining specific regions on a page, such as
text blocks, images etc. Similar to DLDocument,
DLPage provides several functions for appending,
inserting, or deleting zones on a page. In addition, it
provides methods for accessing page-related
information, e.g. its spatial dimensions or the
corresponding DLImage.

A DLZone object is a general container for objects on
a document page. DLZone offers a general bounding
box concept that allows zones to have sub zones, so-
called child zones. These child zones are stored in the
same list structure used by DLDocument and DLPage
to store pages and zones, respectively. A zone and its
sub zones span a dynamic tree structure in which zones
(nodes) can easily be appended, inserted, or deleted. In
addition, DLZone provides methods for merging and
splitting zones. Similar to methods in DLPage, DLZone
offers methods for accessing information specific to
zones. A Zone object is basically defined by its origin,
width and height. DOCLIB allows developers to
dynamically change this information. Each DLZone
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object automatically performs a consistency check
whenever the developer tries to do so, and denies the
operation when it would lead to an inconsistent state,
for instance when a zone would extend the boundaries
of its parent.

In order to allow programmers to adapt DOCLIB to
their own needs, and customize DOCLIB objects to the
requirements of a specific application domain,
developers can subclass DLZone and augment it with
more specific information. For example, typical user-
defined subclasses of DLZone could be DLTextLine
and/or DLCharacter etc.

4 Software Development Process

The DOCLIB Collaboration Model has shown that
adapting a structured development process assists
throughout the technology migration process. Several
well-defined practices were established and integrated
as part of the development and release proceedings.

Distribution portal Coordinating software changes
or enhancements without a distribution mechanism can
be quite challenging. Given the complexity of
document processing related research, it is often that
bug fixes/code enhancements or modifications are
transferred to end-users. A web portal that allows users
to check status, download specific versions of the
libraries, and seek help is invaluable to coordinating
and communicating during technology transfer.

Source control One of the most important aspects of
collaborative code development is the sharing of the
code itself. Without all users having access to the same
code base, each party will inherently develop similar
but different baselines in parallel. Several open source
version control software packages facilitate the
management of software development initiatives.
These systems provide developers with the ability to
obtain and modify source code for their projects. If
errors occur, a configuration Management (CM) tool
provides methods for reverting code to a previous
known stable state.

Documentation standards Thorough and
understandable documentation is crucial to the success
of many technology transfer efforts. Unfortunately, it is
also the most often ignored. Regimented documentation
standards and use of auto-generating documentation
packages (ie. Doxygen [7]) allow user documentation to
be quickly and easily created. This information is often
the single source customers will use to gain insight into
the operation and functionality of software.

Bug tracking Bug tracking helps to ensure the
development of quality software products. Bug tracking
gives users and developers the ability to document




bugs, request new features, and check the status of the
resolutions to their issues. We use the popular Mantis
bugtracker for DOCLIB [10].

Software integrity It is difficult to guarantee
software integrity within the document processing
research field given the complexity of the science and
the variability in data. The need to verify system
behavior was evident early on during the development
of core-DOCLIB. A regression test application was
prescribed that thoroughly tested all behavior within the
system. This module is often used by software
developers before committing changes to existing code.
This approach has also proven invaluable in identifying
obscure bugs before formal core-DOCLIB software
releases.

The execution of regression tests also facilitates the
observance of memory leaks throughout the system.
Advertisement of the regression tests has helped build
buy-in and commitment to customers of core-DOCLIB
and/or add-on modules. This mechanism has proved
very useful in minimizing the number of bugs occurring
throughout core-DOCLIB.

5 DOCLIB Add-Ons

DOCLIB has proven its success as an underlying
image processing library in the DoD community and at
University of Maryland for the last two years. DOCLIB
not only helps resolve compatibility issues among
different research groups but also helps to reduce the
amount of code that needs to be imported into the
Government workspace.

The core of DOCLIB provides basic image
processing methods that have been successfully tested
in numerous practical applications and are considered
standard by researchers and programmers alike. Add-on
modules, however, are solutions to problems that have
hitherto * eluded practical approaches, and are still
actively investigated within the research community.
Methods competing with other techniques are also
implemented as add-ons, either because the research
community has not yet given the final verdict on their
underlying theory or they are fine-tuned to specific
problem types and can thus not be considered standard
for the general case. DOCLIB provides most of its
document processing functionality as add-ons to the
DOCLIB core. Table 1 of the appendix lists some of the
currently available add-ons for DOCLIB.

6 Conclusion

A shared software development toolkit and structured
development process can significantly enhance
technology migration experiences within the document
image processing community. The DOCLIB
Collaboration Model prescribes a methodology and
underlying toolkit to satisfy these needs.

Recipients of DOCLIB add-ons can be reassured that
a structured development process was adhered to.
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Moreover, the location of documentation, source code,
test scripts, etc will be consistent regardless of the
organization developing it. Once an organization is a
user of core-DOCLIB, only add-on related code will
have to be transferred to receiving organizations.

The DOCLIB Collaboration Model has been
effectively used as a communication portal between
University of Maryland, the Department of Defense,
and industry. The use of this collaboration model has
resulted in a shared document image processing C++
toolkit termed core-DOCLIB. This toolkit is currently
funded by a specific Government division. Our
intention is to advertise this collaboration model across
varying Government divisions. Decisions relating to
sharing of the DOCLIB software, shared development
environment, and add-ons are in process.

Acknowledgments

The partial support of this research under DOD contract
MDA90402C0406 is gratefully acknowledged.

References

{11  J. Hochberg, P. Kelly, T. Thomas, and L. Kerns,
Automatic script identification from document
images using cluster-based templates, IEEE
Trans. on Pattern Analysis and Machine
Intelligence, Vol. 19, No. 2, pp. 176-181, Feb.
1997.

L. O'Gorman, The Document Spectrum for Page
Layout Analysis, IEEE Trans. on Pattern
Analysis and Machine Intelligence, Vol. 15, No.
11, pp. 1162-1173, Nov. 1993.

S. Jaeger, Informational Classifier Fusion, 17"
Int. Conf. on Pattern Recognition (Cambridge,
UK), pp- 216-219, 2004.

L. Golebiowski, Automated Layout Recognition,
Symposium on Document Image Understanding
Technology, Greenbelt (Maryland), pp. 219-228,
2003.

M. Steinbach, G. Karypis, and V. Kumar. A
Comparison of  Document Clustering
Techniques,  Technical Report  #00-034,
Department of Computer Science and
Engineering, University of Minnesota, 2000.

(2]

(3]

[4]

(5]

(6l

R. Ziemer, Removing Repetitious Horizontal

Background Lines, Internal Report, BAH, 2004.
http://www.doxygen.org

(7}
(8]

G. Zhu, S. Jaeger, D. Doermann, A robust stamp
detection framework on degraded documents,
Proc. of SPIE Conf. on Document Recognition
and Retrieval XIII, 2006, to appear.

G. Zi, Groundtruth Generation and Document
Image Degradation, Technical Report: LAMP-
TR-121/CAR-TR-1008/CS-TR-4699/UMIACS-

[9]




TR-2005-08, University of Maryland, College

{13] T.Kanungo, C. Lee, J. Czorapinski and I. Bella,

Park, May 2005 TRUEVIZ: A groundTRUth/metadata Editing

[10] http://www.mantisbt.org and VlsualiZing Toolkit for OCR, SPIE
] ) Conference on Document Recognition and

[11] www.intel.com/technology/computing/opencv/ Retrieval, 2001.
[12] C. H. Lee, T. Kanungo. The Architecture of [14] hup:/www.mathworks.com/

TRUEVIZ: A groundTRUth/metadata Editing

and VlsualiZing toolkit. Technical Report:

LAMP-TR-062/CS-TR-4212/CAR-TR-959,

University of Maryland, College Park, February

2001.
Appendix

Table 1: DOCLIB Add-ons

Application Type Add-on Module Name Descriptiom

Script Identification Scriptldentification The DOCLIB script identification add-on performs script
identification for machine printed document images. It is
a modified version of the Hochberg algorithm described
in [1]. It allows classifying a document image as being
printed in one of the following scripts: Amharic, Arabic,
Armenian, Burmese, Chinese, Cyrillic, Devanagari,
Greek, Hebrew, Japanese, Korean, Latin, or Thai. Script
Identification can also be retrained to focus on different
language mixes.

Layout Analysis PageLayoutDOCLIB The page layout add-on provides an automated means of
training a classifier to recognize a document layout or set
of layouts. The classifier can then be used to score an
unknown image. The software is easily modified to

- include other types of object information. More details
| ! are given in [4].

Page Segmentation DLDocstrumDOCLIB For page segmentation, DOCLIB provides a module
implementing the Docstrum method for structural page
layout analysis [2]. The Docstrum method i1s based on
bottom-up, nearest-neighbor  clustering of page
components. It detects text lines and text blocks, and is
advantageous over many other methods in three main
ways: independence from skew angle, independence from
different text spacings, and the ability to process local
regions of different text orientations within the same
image.

Line Processing DLGetLinesDOCLIB Given a deskewed, oriented text image with dark machine

- will

print text on a light background, the line detection add-on
calculate text line information based on the
connected component information. The image must be
deskewed and oriented in order to receive meaningful
results. The algorithm utilized has proven robust given
text images with low resolution, broken characters,
connected scripts (e.g. Arabic), multi-component
character scripts (e.g. Chinese), and noise.
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“ Application Type Name Descriptiom

ZRemoveLinesDOCLIB | The line removal module is used to read in a document
| image and locate the background horizontal lines [6]. It
| then creates an output file in which the background lines
‘ are removed while the text remains intact. This add-on is
designed to work on handwritten documents where the
user writes on lined paper. Consistent background lines
with inconsistent writing are expected. Less than optimal
(though still useful) output may result when this is not the
case. Various parameters are defined in the module
which, when modified, may improve performance
| depending on the data. The module does not rely on color
information. Hence it is particularly handy when the
background horizontal lines are similar to the color of the
; handwriting. The algorithm requires binary input images
that are reasonably deskewed (roughly, between -9 and 9
| degrees, inclusive).

Object Recognition logoTokenMatchDOCLIB | This module implements a logo recognition algorithm.
Given a potential logo it performs a gray scale correlation
against a set of candidate logos. For each candidate a
score between 0 and 100 is generated corresponding to
the degree of similarity. The best match is provided along
with the score. In order to improve performance, the
algorithm stops comparing against candidate logos when
the best score is beneath a pre-defined threshold.

StampDetection The stamp detection module detects and locates elliptic
stamps or seals on an input image by identifying and
characterizing elliptic connected edges using both their
magnitude and orientation information [8]. For a given
document, it outputs an image list of detected stamps
together with their corresponding confidence values. The
module shows good performance for images with
moderate noise and can be efficiently used in batch mode
to process a large set of images.

Classifier Combination | InformationFusion This add-on is an implementation of a new technique for
information fusion and classifier combination, developed
at the University of Maryland for hard and noisy
environments. The underlying information-theoretical
idea is to first normalize the confidence values provided
by different methods for the same problem, before
actually combining them. The normalization is performed
in such a way that each confidence value matches its
informational content. The recognition candidate
providing the maximum information over all methods
will then be selected as the most likely candidate for a
given classification problem and presented test pattern.
The method has already been successfully applied to
several document processing tasks, including character
recognition and script identification. Several papers
describing the theoretical background have been
published [3].
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Application Type

Name

Descriptiom

Degradation

DLDegradationDOCLIB

¢ Performance Evaluation F_ScoreDOCLIB

DOCLIB’s degradation tool degrades images with
different types of noise [9]. Its main purpose is to emulate
noise typically introduced during the scanning of paper
. documents. The generation of well-defined noisy
. environments allows adaptation of recognizers to real-
: word noise usually encountered in practical documents.
For instance, the following types of noise may be added
to a document image: blur, jitter, horizontal and vertical
lines, rotation, speckle, pixel flips, etc.

The F-Score module is used to compare two object sets,

the putative set and the truth set. Based on this
comparison, the precision, recall, and F-measure values
i are calculated along with the F-score(s) [5].
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Abstract

1 Introduction

The Information Science Research Institute (ISRI)
has performed in-depth research of optical charac-
ter recognition (OCR), information retrieval, and re-
lated topics since 1989. ISRI ran many experiments
comparing OCR output to manually corrected ver-
sions of the same collections. Although our experi-
ments have shown that average precision and recall
are not negatively affected by OCR errors, we also
identified and characterized problems that OCR text
may cause when applied in retrieval and other infor-
mation access tasks.

In nearly all large hard copy document conversion
tasks, information retrieval is just one aspect of the
entire project. For example, classification of doc-
uments and extraction of specific information may
also be required of the collection. Therefore, the
required level of accuracy for these information ac-
cess tasks is an important consideration. Measuring
OCR text accuracy though is a formidable under-
taking without automation.

In this paper we present a means to automatically
measure OCR quality of documents. We also recom-
mend a hardcopy document conversion process that
will perform automated OCR correction, determine
a document’s OCR quality, and provide a correction
tool that can guarantee a certain level of accuracy
for converted collections.

2 OCR and Information Access

Although most information today is created elec-
tronically, compiling a collection of documents gen-
erated from various text processing applications
proves to be more difficult than one would expect. In
fact, most large collections are produced using imag-
ing and optical character recognition. These pro-
cesses retain “the original” document form (the im-
ages) and create a consistent and automated method
for data capture. Unfortunately, OCR generated
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text can cause difficulties for information access
(IA). Two widely applied TIA tasks are information
retrieval (IR)[4, 6, 10] and information extraction
(IE)[3]. In this section we introduce a few of the dif-
ficulties we have encountered in our research when
using OCR text with these technologies. We also
note the level of accuracy we believe is required to
perform these tasks effectively.

In Sections 3 and 4 we present two technologies
that automate OCR correction and document qual-
ity control (QC). In Section 5, we introduce an addi-
tional semi-automated technology that can be used
to further improve document quality if necessary.
The application of these components after OCR will
greatly improve the collection for any subsequent TA
tasks.

2.1 Problems for Information
Retrieval

ISRI studies on effects of OCR errors on retrieval
have pointed out that certain advanced functional-
ities of information retrieval systems, such as rank-
ing, are not robust enough to overcome OCR errors.
It is our view that more advanced retrieval tech-
niques and applications require a higher accuracy
rate. For example, increased overhead in the index
(especially for large collections)[16, 14, 20], potential
unpredictability in document ranking[14, 15] and the
unretrievability of poor quality documents[15, 17]
are issues that should be considered.

We have shown that using automated post-
processing can improve document quality with re-
gard to these issues and in turn improve retrieval
effectiveness[8]. Although the required level of ac-
curacy may vary from application to application, we
found that a 95% word accuracy should be the mini-
mum for document collections with an average page
length of ten pages or greater to attain results sim-
ilar to what one would expect from a clean collec-
tion.[11]. If short abstracts are to be indexed, there
may not be enough redundancy to compensate for




misrecognized words. A higher word accuracy rate
may be needed to retrieve short documents.

2.2 Problems for Extraction

Information extraction is even more heavily affected
by poor OCR. Unlike IR, where redundancy com-
pensates for poor recognition, any misrecognized
characters in the data to be extracted will cause an
instance of the targeted data to be missed. Another
issue for IE that usually plays no role for IR is zon-
ing errors. The more complex a document structure
becomes, the more difficult it is for an OCR to de-
termine reading order. When reading order is in-
correct or if the zone type is misconstrued, zoning
errors are the result. Zoning errors affect IE by elim-
inating the logical order expected by an extraction
algorithm. So not only does IE demand higher char-
acter accuracy, it also expects the targeted data to
have a predictable order.

ISRI has recently performed IE research that val-
idates these claims. Our current research focuses on
the identification of privacy information in free text.
The Licensing Support Network (LSN), a large doc-
ument collection made up mostly of OCR’d docu-
ments, should not disclose any personal privacy in-
formation once the collection is made publicly avail-
able via the Internet. Several “privacy types” must
be identified and potentially redacted prior to a doc-
ument’s release. In this section we discuss three of
our more well-developed extraction techniques that
identify personal addresses, birth dates, and em-
ployee identification numbers, and discuss the effect
of OCR on the results.

Our address extraction task applies the Hid-
den Markov Model (HMM) for discovering non-
commercial addresses in free text[5, 7]. With the
OCR text, we encountered several difficulties. The
order of the address components in the OCR out-
put did not always correspond to the correct order
of the address on the image. Incorrect zoning af-
fected the tagging applied by the HMM because the
order of the tags did not fit the algorithm’s expected
sequence. Misrecognized characters and the loss of
contextual information also interfered with address
identification. Our test results indicate that OCR
data significantly degrades tasks such as searching
for specific features such as addresses in free text.
For a more complete discussion of this research,
please refer to [19].

Birth dates and employee identification numbers
(employee id) are also protected from disclosure un-
der Exemption 6 of the Freedom of Information Act
(FOTA), 5 USC Section 552(b)(6)[9]. These algo-
rithms look for relationships among features since
if a feature or the privacy relationship is missing,
the data is not considered private[2, 1]. For exam-
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ple, a date in isolation is not private nor does it
become private if it is identified as a birth date with
an identifier such as “born on.” A birth date be-
comes private when it is associated with an individ-
ual. The statement John Doe was born on 5/17/55
would be considered private but all these features,
person naine, relationship, and date, must exist to
be tagged as such. The employee id extractor is sim-
ilar in spirit in that to be considered private, it must
be associated with an individual. So it is clear that
certain keywords are required for each PA type to be
identified and that the proximity of these features to
each other is vital to the extraction algorithm.

We evaluated the results using the standard mea-
sures of recall, precision, and the F1 measure but
in two ways. First, we computed these measures on
a per-document basis. At this level, the effective-
ness of our programs as document classifiers is de-
termined. That is, we can determine how effective
our extractors are at answering the question, which
document contains at least one example of private
information of the given type?

Second, we also evaluate our programs with re-
spect to how well they identify specific instances of
a given PA type. Thus, we can determine how well
these techniques identify instances of a given PA
type. Figure 1 presents the results of experiments
using both the birth date and employee id extrac-
tion programs.

Although some degradation is apparent at the

document level, it is when one compares the results
between the clean and OCR instances that the affect
of misrecognition is significant.
As with the address HMM IE algorithm, two types of
OCR-errors affected the extractors ability to identify
birth dates and employee ids: character recognition
errors and zoning errors. We estimated that 37.5% of
the errors were caused by misrecognition and 63.5%
were due to erroneous zoning.

Since most extraction tasks require identifying
specific pieces of information from text and will
more likely require some proximity, if any part of
that information is incorrect it will negatively im-
pact the extraction algorithm. For extraction tasks,
close to 100% OCR accuracy is needed. Some of the
character errors can be automatically corrected us-
ing an aggressive OCR error correction system like
Manicure (See Section 3). But we believe if MCT
(Section 5) is configured specifically for a particular
application, semi-automated correction can signifi-
cantly improve OCR text for extraction.

3 Automated Post-Processing

Through experimentation and analysis, we iden-
tified certain OCR problems that could be cor-
rected through automated post-processing. Mani-




Clean

Task Collection || Recall | Prec. F1
Per Document
employee id empid-617 || 0.979 | 0.903 | 0.940
employee id  empid-579 || 0.949 | 0.968 | 0.958
birth date dob-745 1.000 | 0.930 | 0.964
birth date dob-076 0.974 | 0.961 | 0.967
Per Item
emplovee id empid-617 || 0.695 | 0.683 | 0.689
employee id empid-579 || 0.815 | 0.783 | 0.799
birth date dob-745 0.990 | 0.850 | 0.915
birth date dob-1076 0.678 | 0.779 | 0.725
OCR
Task Collection || Recall | Prec. Fi
Per Document
employee id  empid-617 || 0.979 | 0.903 | 0.940
employee id  empid-679 || 0.928 | 0.968 | 0.947
birth date dob-745 0.925 | 0.925 | 0.925
birth date dob-076 0.869 | 0.957 | 0.910
Per Instance
employee id empid-617 || 0.644 | 0.556 | 0.597
employee id  empid-579 || 0.712 | 0.406 | 0.517
birth date dob-745 0.938 | 0.835 | 0.884
birth date dob-1076 0.464 | 0.534 | 0.497

Figure 1: Comparing clean text to OCR text for
data extraction

cure (Markup ANd Image-based Correction Using
Rapid Editing) is ISRI’s software solution for per-
forming automated OCR post-processing[18]. Man-
icure is specifically designed to prepare text collec-
tions from printed materials for information access
applications. We found that by post-processing the
complete document, misrecognized words could be
corrected and other post-cleanup could be performed
with a very high level of accuracy[13, 12]. Manicure
automatically detects and corrects OCR spelling er-
rors by using dictionaries, approximation matching,
the knowledge of typical OCR errors, and frequency
and distribution of words and phrases in a docu-
ment.

Over the past several years, Manicure’s most ap-
plied resource has been its ability to automatically
correct misspellings in OCR text. The number
of corrections made seemed impressive but there
was no measurable proof that Manicure made a
significant difference in error correction. In 2003,
ISRI prepared an experiment that tested the correc-
tions made by Manicure. These tests showed that
the word accuracy improvement of Manicure out-
put over raw OCR output ranged from 0.51% up
to 2.55% (depending on the quality of the docu-
ment) for all non-stopwords. This percentage of im-
provement is comparable to correcting as many as
30% of the misspellings. In addition, these results
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showed that the improvement provided by Manicure
increases as page quality decreases|8].

These tests confirmed that Manicure improves the
quality of OCR text for retrieval and has the poten-
tial to increase average precision. For many con-
version projects, a Manicure’d collection may be all
that is needed. But Manicure also provides a semi-
automated correction interface that can bring a doc-
ument to any desired level of accuracy. As men-
tioned in Section 2, some applications require a very
high level of accuracy to achieve satisfactory results.
The following Sections explain how a document’s ac-
curacy can be automatically determined using Man-
icure and then describes the Manicure Correction
Tool (MCT), an interface that can be used to quickly
and efficiently bring a document up to the desired
level of accuracy.

4 Measuring Accuracy

Having an automated way of measuring OCR qual-
ity is a critical component to any large document
conversion project. Yet, the only measures avail-
able were the estimated character accuracy provided
by the OCR or time-consuming ground-truthing and
sampling. ISRI found a solution to measuring OCR
quality by building on information we already had.
Using word accuracy, actually non-stopword accu-
racy, instead of character accuracy was the first nec-
essary modification to enhancing the quality control
(QC) process.

To estimate non-stopword accuracy of recognized
documents, statistics about non-stopwords must be
collected. For example, the QC procedure must
know the number of misspelled and correctly spelled
words in a document to calculate its percentage of
non-stopword correctness. Since Manicure has ac-
cess to this data as it processes a document, it made
sense to include the QC procedure within Manicure.

The intelligence applied in Manicure QC is ac-
tually discovered during the automated correction
performed by Manicure.

No other QC system can approximate actual OCR
document accuracy in the same way Manicure QC
does. Figure 2, the pseudocode for the algorithm,
shows the additional information provided to and
exploited by Manicure QC which vastly improves its
ability to verify word correctness.

Stated simply, the QC process takes the number
of correct words and misspellings on each page and
for the entire document and computes a ratio. The
document’s accuracy is then compared to a prede-
termined threshold (set for a particular application).
This process is completely automated. Documents
that do not pass QC can be marked for subsequent
review.

The QC procedure included in Manicure is a nec-




Given document D,
Assume wl,w2, . . . ,wn is the list of words in D,

Set CorrectSum (C) to O;
Set MisspellingSum (M) to 0;

For each word w in D do:
if w is in the dictionary then
mark w as ‘‘correct’’;
increment C;

else if w is an acronym then
mark w as ‘‘correct’’;
increment C;

else if w is a proper noun then
mark w as ‘‘correct’’;

increment C;

else if w is a stopword (e.g., the, and, of)
mark w as ‘‘reject’’;

else if w is one of the known patterns (e.g., email,identifiers)

mark w as ‘‘reject’’;
else
mark w as ‘‘misspellings’’;
increment MisspellingSum;
end if
end For;

Set Accuracy Level (AL) to C/C+M;
If AL is greater than Threshold (Td)
D passes QC

else
D fails QC;

Figure 2: Pseudocode for Manicure QC
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Figure 3: MCT image-based OCR correction

essary prerequisite for documents being submitted
to the LSN since based on ISRI research, a document
must meet 95% non-stopword accuracy. In some
preliminary runs, Manicure QC identified problems
with the document conversion process that was caus-
ing documents to fail. Further, through verification,
we found that if a document passes Manicure QC, it
meets the 95% accuracy requirement we believe to
be necessary to assure effective retrievability. For a
complete description of the Manicure QC evaluation,
see [11].

5 The Manicure Correction Tool

MCT is the semi-automated interface that can be
used in conjunction with Manicure QC to manually
improve documents that fail quality control. The
use of MCT would depend on the requirements of
a particular application and may or may not be in-
corporated into the process work flow. But if there
are accuracy requirements, MCT provides an easy
to use and efficient means for correction.
Documents processed by Manicure are initially
scanned to produce electronic images of each page.
MCT uses these electronic images in its user inter-
face (See Figure 3). Note that the misspelled word
is highlighted on the image in context. Below the
fragment of text on the left is the word as it was
recognized by the OCR device and on the right is
a list of candidate words for correction. A user of
MCT need only select the correction from the candi-
date list and move to the next misspelling. As cor-
rections are made, non-stopword accuracy increases
(See counter at top of Figure 3) until the minimum
accuracy level is reached.
Behind the candidate list is an elegant algorithm
for ordering corrections. It includes dynamic string
matching together with a Bayesian technique for se-
lecting OCR confusions. This approach typically
produces the most likely candidate at the top of the
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list.

First, MCT uses information from Manicure to
augment the dictionary (acronyms, proper nouns).
In this way, the dictionary becomes dynamic and
specific to the document being corrected. Further,
MCT applies a priori data and Bayesian techniques
to build a “learned confusion matrix,” which is used
to order the corrections. The corrections list will
then present the most likely candidates based on the
knowledge provided to it from Manicure. Figure 4
presents pseudocode in narrative form for the way
MCT orders corrections.

6 Conclusion and Future Work

The process of document conversion is more than
the generation of ASCII text for a set of input pages.
The process must take into account the eventual ap-
plication for the generated text. As we emphasized
throughout the paper, the quality of the applica-
tion’s effectiveness is heavily dependent on the qual-
ity of the text produced. So any large document
conversion process must at a minimum have some
form of the components discussed in this paper: 1)
Method of conversion (scan & OCR) 2) Complete
and consistent QC and 3) Automated and/or semi-
automated cleanup and correction. Manicure, Man-
icure QC, and MCT provide this process flow for
obtaining the best quality OCR output for any col-
lection with a minimum amount of effort and human
intervention.

With our continued research on information ac-
cess of OCR generated text, we have identified both
new areas for research and changes to our systems
that would enhance their usability. First, erroneous
zoning was a major issue in all our IE experimen-
tation. Omne open area for research would be the
automated correction of incorrect zones. Correct-
ing zoning errors would be a major contribution to
information extraction in this domain. Also, Mani-
cure automatically corrects non-stopwords. This of
course is crucial for IR but other text elements prove
to be important for other TA tasks. Consider the
problem of identifying an employee id or a birth date
that has been misrecognized. Although Manicure
can recognize special strings, it does not attempt to
“fix” anything that is not plausibly a word. Fortu-
nately, MCT can be designed to highlight any string
in the text. Modifications can be made to MCT to
display special strings for verification, including nu-
meric strings.

Our goal is to completely automate the document
conversion process. We believe we accomplished this
goal for IR. Since other TA tasks may require a very
high accuracy rate, the addition of a semi-automated
correction system tuned to a specific application is
a satisfactory solution for now.




Assume document D has failed with mil,m2,

For each misspelling m in D do
let pl1, p2,

., mk misspellings,
number of correct words C, and number of misspellings, M, then,

., pt be the list of correct candidates for m;

re-rank and prune this list using a priori information,
Bayesian formula, and similarity threshold, Ts;

sort new p list in order of similarity to m;

offer new p list to the user for selection with image of m;

increment CorrectSum, C;
decrement MisspellingSum, M;

Set Accuracy Level (AL) to C/C+M;

If AL is greater than Threshold (Td) break;

end For;

Figure 4: Pseudocode for ordering corrections in MCT
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Abstract

Optical Character Recognition (OCR) is critical to
document management workflow in both Army and
civilian scenarios. It is also one of its weakest links,
having no turnkey or standardized solution. Low quality
documents imaged under adverse conditions exhibit
severe image artifacts, such as uneven illumination, low
contrast, speckle noise, degraded character glyphs
(broken, joined, aliased), rotational skew, and page
warp (perspective kew and curved baselines). These
artifacts catastrophically degrade OCR performance.
Processing large volumes of such documents using
manual clean-up is prohibitively expensive.

We are currently developing a system named AIDA
which pre-processes document images (bitmaps) to boost
OCR performance. AIDA consists of a set of document
image quality metrics, each detecting a specific artifact
type, and a suite of corresponding image enhancement
algorithms. AIDA's greatest novelty is a knowledge-
based approach to automatically determine the optimal
enhancement operator sequence and parameter values,
based solelv on computed quality metrics. In its current
stage of development, AIDA successfullv detects and
corrects artifacts including rotational page skew,
perspective skew, uneven illumination and speckle noise
in both English and Arabic documents, and has
specifically been validated on Arabic datasets of interest
to the Army.

We present the method and results from AIDA'’s
perspective rectification module. Documents captured by
hand-held devices such as digital cameras often exhibit
perspective warp artifacts. These artifacts pose problems
for OCR systems which at best can only handle in-plane
rotation. We propose a method for recovering the planar
appearance of an input document image by examining
the vertical rate of change in scale of features in the
document. Our method makes fewer assumptions about
the document structure than do previously published
algorithms.

1. Introduction

When a document image is captured with a hand-held
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device the relative orientation affects the resulting
appearance. If the camera’s optical axis is co-aligned
with the normal of the document plane, such as in a
flatbed scanner, the only artifact will be the rigid
rotation. This can be corrected using a variety of
methods, such as by examining projection profiles [1],
Hough transforms [2,3], by line extraction [4], or by
nearest-neighbor searches [5], and some modern OCR
systems now include this capability as a pre-processing
option.

When the optical axis is at an angle with the normal
of the document plane, the deformation is no longer
simply a rigid rotation, but becomes a perspective
distortion that causes variations in text size perpendicular
to the axis of rotation.

Methods to correct perspective warping using
vanishing point detection have been developed in both
architectural photogrammetry [7.8] and in image
document analysis [9], most of which involve extracting
multiple straight lines that are grouped and intersected to
compute a vanishing point. Unfortunately, while it is
generally  straightforward to extract lines from
architectural imagery, it is much more difficult to
reliably extract lines from document images. Although it
is possible to detect a horizontal vanishing point along
the drection of text baselines [9], most methods for
rectifying the vertical (baseline-orthogonal) component
of a perspective projection are heavily based on
assumptions about document structure. Typical
approaches for detecting a vertical vanishing point in
image document analysis include:

®  Assume that a document page has visible left and

right boundaries; use those two lines for finding the
second vanishing point

®  Assume that the text is justified and use the text
edge boundaries to define the vertical vanishing
point

These methods place rather strong constraints on the

subject matter, and do not take full advantage of the rich
information available on the page.




The deficiency of the above methods is illustrated in
Figure 1 below:

Figure 1: Counter-perspective illusion

The document in Figure 1 has uneven left and right
margins and when viewed at an angle appears to have no
perspective distortion at all. Although “illusory cues”
can be found in this particular instance because each line
happens to repeat the same sentence, one can trivially
construct examples where such cues would be absent.

2. Overview of the approach

Figure 2 below outlines the algorithm and the
subsequent chapters explain the ingredients.

Horizontal Partial ; Scale Gradient
VP Detection > Rectification Estimation ‘I

Vertical VP Full

> Detection ! Rectification

Figure 2: Algorithm description

Text lines are grouped together and their intersection
point is used to compute the first vanishing point, which
is sufficient for rectification of the horizontal distortion.
Next we examine the scale gradient along the direction
perpendicular to text basclines to estimate the second
vanishing point, which will complete the rectification
process.

3. Detection of the Horizontal Vanishing
Point from Text Baselines

Rectification of  perspective  distortion  has
successfully been accomplished by detecting vanishing
points in a scene. Work has been done regarding the 3D
reconstruction of structure from imagery containing
man-made architectures via the use of vanishing points
[7,8]. In the case of document images, where long,
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straight edges are rare, it is required to perform
additional analysis to extract the visual cues necessary
for vanishing point detection. We have implemented a
version of Pilu’s algorithm [9] for detecting and
grouping text lines in order to compute the horizontal
vanishing point and rectify the perspective distortion
along text lines (Figure 3).

Figure 3: Rectification with respect to the first
vanishing point

4. Perspective Rectification from a
Vanishing Point

. o . Vol .
Given the location of a vanishing point vy =|:VX :| , It

y
is possible to write a planar homography that corrects the
deformation produced by a perspective projection up to
an aspect ratio [7,9]. In the case of a document image,
we expect to detect at most two vanishing points in the
directions parallel or perpendicular to text baselines. We
compute the homography for correcting the distortion in
the direction of the text lines as in [9]. Pilu writes the
homography as a rotation to align the vanishing point
with the image X-axis followed by a transform My that
places the detected vanishing point at infinity along the
X-axis (1).

1 00 1 0 O
M,=( 0 1 O M _=|0 1 0 ()
1 ’ 1
-—— 01 0 —— 1
v v,

We compute the homography for the vanishing point
perpendicular to the text lines as a translation along the
X-axis to set the vanishing point’s X coordinate as the
origin, followed by a transform M, that places the
detected vanishing point at infinity along the Y-axis (1).

5. Feature Extraction

We assume that text lines may be non-justified, and
that line endpoints are thus unreliable for computing the
vanishing point. We instead rely on text baselines as our
primary source of data, choosing as features the average
inter-line distance and average line height (scale), and
the rate of change of scale over the image surface
(texture gradient).




Figure 4: Camera image of a slanted (?=42°) text
document (left), and recovered text baselines (right).

5.1.

We estimated baselines by implementing a variation
on Pilu’'s method [9] for detecting text lines in a
document image. The image is binarized and processed
for connected components, which are then grouped using
a line-growing algorithm (Figure 4). While this is not
necessarily the most robust baseline detection method
available, it is useful because it extracts the features we
need for detecting both the horizontal and vertical
vanishing points.

5.2.

We estimate the gradient of inter-line spacing as a
linear function over image pixels along the y image axis.
If a horizontal vanishing point is detected, the correction
is applied prior to estimating this metric. In order to
reduce noise, we fit the y-locations of detected baselines
to a linear function of the form Ay'=ay'+b; this

Baseline Detection

Line Spacing Gradient Estimation

mitigates the impact of outliers on the final estimation,
and helps smooth noisy data points (Figure 5). Note that
any known uniform distance in the document (such as
text height) may be used to estimate the gradient, though
larger features tend to provide much more stable
estimates.

=]

50 4

40 4
Ay' = 0.0195y" + 32,648

30 A

Line Separation

20 A

0 200 400 600 800 1000
Baseline Locations

Figure 5: Inter-baseline distances of the above
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document image, ¥ = 0.0195

6. Vertical Vanishing Point Estimation

We approach the problem in terms of the measurable
quantities described in Section 5. Our solution assumes
that text lines are for the most part evenly spaced in the
original document, and that the document image is
approximately centered about the camera’s optical axis.

Figure 6: Geometry of the perspective projection of a
rotated plane

Treating the deformation as the perspective
transformation of a page in the XY plane that has been
rotated an angie ? about the Xaxis Figure 6), and
discarding the Z component, we obtain the 2D
deformation:

x' 1 0 0]|x
(2)
y'{=]0 cos@ 01|y
AR =LA
J f

Where Zz,is the camera’s position along the Zaxis

and f represents the distance from the camera to the

image plane. Writing V in terms of discrete lines, with

line number # and uniform spacing d , we obtain
y=nd (3)

which we can substitute into (2) to generate the
relationship

, fnd cos@ 4)

(z. ~ndsin@)

The vanishing point along the Y-axis can be defined
as the mapping of a point at infinity to a finite point in
the image plane. Taking the limit of (4) as 1 goes to
infinity, we obtain the equation for the vanishing point




V', =lim y'=—fcotd (%)

We wish to describe the vanishing point in terms of

¥
measurable quantities Av':dl (the separation distance
© dn

between distorted lines) and y:M(the rate of
dy'

change of the scparation distance between distorted
lines). Setting

Ay'= ay _ fdz, cqs@ : 6)
dn (z, —ndsin 6)
and
d(Ay') _ 2fd220 sin 6 cos@ 7
dn (z.—ndsin@)
Combining (6) and (7) we can write
diay')y  _dy') dn
Ty T odn Ay
___2dsin® ®)

(z. —ndsin@)

We can then rewrite equation €) in terms of our
measurable quantities Ay' and Y by substituting

equations (6) and (8) into an expression for COt 0.

2Ay'(z,—ndsin B)

cotf = 9
S,
Substituting into (5), we have
, _ 2Av'(z.—ndsin®) (10)

Yy

¥z,
Because we assume that the document image is
approximately centered about the optical axis, it is
reasonable to state

z, >> ndsinf an
for points near the origin. We thus obtain our estimate
for the vanishing point,

<2
Y

1
W

(12)

where Ay' is the scale value near the origin, and ¥ is

the rate of change in scale in the image. Applying the
vanishing-point correction, we obtain the rectified image
(Figure 7). Note that the vanishing point is given with
respect to the origin, which is assumed to be near the
center of the image. For documents that have a
significant horizontal skew (Figure 9), it is necessary to
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estimate the vanishing point’s horizontal offset. We are
able to estimate the vanishing point’s horizontal offset
using a single vertical cue, such as left-most baseline
endpoints. While we avoid searching for vertical cues in
the computation of the vanishing point’s Y-component,
we only require a single vertical cue to determine the
corresponding X-coordinate.

Figure 7: Rectified document image

7. Results

Our method for the rectification of perspective-skewed
document images works well over a large range of slant
angles (Figure 8), and requires only a single vertical cue
to successfully rectify arbitrary perspective distortions
(Figure 9). Our preliminary results indicate that a
significant boost in OCR performance can be expected
for documents rectified in this manner (Table 1). While
very little difference in performance was observed at
small skew angles, at larger angles OCR performance
increased by as much as 5% in our trials. In the sample
set shown below, a slight loss in performance (0.2%) is
observed n the small-angle case due to blurring caused
by the transformation. Improvement in OCR
performance across various document images is directly
related to the proportion of text that lics furthest from the
camera (and is thus the most affected by the perspective
skew). Consequently, at skew angles exceeding 35°, we
notice an attenuation of OCR improvement as the
effective resolution of the text furthest from the camera
is often too low for warp correction alone to aid
recognition. In practice, our OCR did not exhibit
difficulty in recognizing text closest to the camera in all
but the most severely skewed images.




Param. | Original Rectified document image (middle), fully rectified image (right)
6=10°
¥ = 0067
Av'=50.6
9 =22° Figure 10: Document image at 60° (left), rectified
y= 0127 image (right)
Av'=456
8. Conclusions
We present a method for rectifying perspective
distortion in the direction perpendicular to text lines in
document images. Provided the original document has a
reasonably well-distributed number of evenly spaced or
uniformly tall text lines Figure 10), our algorithm is
0 =34° capable of reliably correcting the distortion with no
y=0171 additional input. In cases where the image’s center does
A'=407 not coincide with the optical axis, a vertical text cue
' must be detected to determine the vanishing point’s
horizontal offset. While it is reasonable to assume that
most text is left-justified (right-justified in the case of
Arabic), we are pursuing a method to more robustly
estimate a scale gradient along the X-axis. Additionally,
while our method is numerically stable with respect to
noise, it is likely that its performance can be further

- - - improved by exploiting an alternate estimate of the
Figure 8: Secondary rectification of document texture gradient such as scale-space analysis [6].
images slanted about the X-axis
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Abstract

We describe a mobile system which is capable of tak-
ing a pictures of a document or a sign (written in for-
eign language) with digital camera attached to commer-
cial off the shelf (COTS) mobile digital personal assistant
(PDA) and process the captured image to extract foreign
text from images, recognize text (Latin and Arabic alpha-
bet), and translate the document into English so that Sol-
diers can understand what is written on these documents
or information signs without requiring a wireless con-
nection. We have achieved more than 98% accuracy for
both scripted Arabic and Latin OCR engines and over-
all process including detection, extraction, recognition
and translation takes less than 15 second for a half-page
document written with 12 point fonts.

1 Introduction

In this paper, we would like to introduce our mobile doc-
ument recognition and translation system and challenges
we have faced and solutions we have provided during
development of our system! Our system consists of a
PDA device and attached digital camera. All process-
ing modules including Latin or Arabic OCR and mul-
tilanguage translation engines are working on PDA and
do not require any wireless communication to complete
the process. Our system is capable of providing OCR
and translation results less than 15 second for half page
documents. Example of sign translation is shown in Fig-
ure 1.

One of the most challenging parts was that all solu-
tions for OCR and translation should fit into the small
memory space and limited processing power of mobile

1 The research reported in this document/presentation was per-
formed in connection with contract/instrument W911QX-04-C-0015
with the U.S. Army Research Laboratory. The views and conclusions
contained in this document/presentation are those of the authors and
should not be interpreted as presenting the official policies or position,
cither expressed or implied, of the U.S. Army Research Laboratory or
the U.S. Government unless so designated by other authorized docu-
ments. Citation of manufacturer’s or trade names does not constitute an
official endorsement or approval of the use thereof. The U.S. Govern-
ment is authorized to reproduce and distribute reprints for Government
purposes notwithstanding any copyright notation hereon.
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devices. Additionally, the image quality of available
PDA based digital cameras and limited camera operation
(manual focus, handheld motion while capturing images)
makes the problem more challenging. We will explain
our mobile Arabic and Latin OCR and translation algo-
rithm which yield very accurate OCR and domain spe-
cific translation results.

Soldiers engaged in battleficld operations in foreign
countries encounter a variety of foreign language docu-
ments and signs of unknown content. These documents
and signs might be relevant to the Soldier’s current mis-
sion or to the overall battlefield process. Currently US
Department of Defense and Security agencies interest is
to use such mobile translation device in foreign coun-
tries to translate documents and road/warning signs so
that Soldiers are able to read road/information signs and
documents and quickly triage and translate foreign doc-
uments so that mission relevant documents and informa-
tion can be utilized in a timely manner.

Our system permits the user to translate captured for-
eign documents quickly so that mission relevant doc-
uments can be utilized in a timely manner, and docu-
ments containing information relevant to commanders on
the battlefield can be passed to the appropriate evalua-
tion personnel. The overall concept is to prevent doc-
uments containing time-critical information from being
combined with large quantities of other documents that
will be stored for future processing.

In addition to a document translation system, our pro-
totype device will be capable of permitting users to cap-
ture road/warning/information sign and documents and
translate to English quickly so that users can read or in-
terpret foreign sign containing warning, navigation or
other information relevant to mission. The translation
tool will help user for accurate decision making by pro-
viding translation when and where they need most.

Core elements of our technology are the ability to ex-
tract text information accurately and recognize foreign
text quickly with a limited resource mobile device. We
have developed very fast and accurate image processing
algorithm to be able to extract text information reliably
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Figure 1: Example of sign translation with mobile devices to help navigation

from pictures and documents and recognize each charac-
ter or word in the text. It does not require any special
hardware and works on a COTS PDA.

Once foreign text detected and characters and words
are extracted, they are recognized using Polar Rain’s mo-
bile OCR engine. Polar Rain’s Mobile OCR engine is ca-
pable of recognizing machine printed Latin, Arabic and
Cyrillic documents and road/information signs. It is ca-
pable of generating acceptable and usable OCR results as
small as 125 dpi document captured with PDA’s digital
cameras. Once the text recognized it is translated to En-
glish. Polar Rain has been developing custom domain-
specific and generic mobile translation engines which is
capable of translating Spanish, Arabic, Serbian to En-
glish.

All operation is working on PDA with small digital
camera and Soldiers are able to get translation ready in
less than 15 second. All processing is done in mobile de-
vice without requiring an wireless connection. End users
can use the device for any road/sign information transla-
tion as simple as taking a picture for other purposes, such
as traveling and navigation in foreign in foreign countries

In this paper, we will first introduce our system hard-
ware and some of the limitations in Section 2. Then in
Section 3, we will go over our Latin and Arabic OCR en-
gines that we have developed and their accuracy for test
databases with different size text. In section 3, we will
explain mobile translation and triage engines that we are
using in the system and performance analysis for differ-
ent sets of documents and road images.

2 Mobile Translation and Triage System
without Wireless Connection

Our goal was to develop an image based document/text
translation and triage system using mobile device with
which users only need to capture written document or in-
formation/or road sign and our system provides transla-
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Figure 2: Example of images captured with VEO 1.3MP
PDA camera

tion of written text in those images. Although image cap-
ture and text detection, OCR and translation technologies
has been investigated for at least 25 years, the challeng-
ing problem is to make the system running on a small
mobile device which has many restrictions such as lim-
ited main memory, and limited processor power. This
makes the problem harder and selection of algorithm is
crucial to obtain acceptable performance, e.g., complete
the processing time in an acceptable amount of time with
acceptable OCR and translation accuracy. In addition,
we would like to implement the system without any wire-
less connection. If the system has a wireless connection
the images can be transferred to host computer where im-
age processing and translation are applied and results are
returned to user over wireless link. Although this ap-
proach is good for both commercial and military appli-
cation [ 9, 10, 8], the wireless link may not be available
all the time on operation fields therefore those systems
may not be useful if there is no wireless connection.

We have implemented our system for Commercial
of the shelf (COTS) Personal Digital Assistant (PDA)
which has attached digital camera. Although there are
sufficient alternatives for PDA’s on the market, there is
only one or two good quality digital camera which can
be attached and used with PDA’s. In our system we have
chosen VEO 1.3MegaPixel SD digital camera with man-
ual focus. We can capture up to 1280x1024 pixel res-
olution. Although there is some color quality problem,
it seems that VEO 1.3 SD camera gives the best per-




Figure 3: Mobile Document Translation Device and

Modules

formance in our application over other alternatives. Re-
cently, some of the PDAs has built-in camera on board
but none of them has ability to focus document images
in short distance. VEO allows us to adjust the focus so
that we can capture document/pages in short distance (as
small as 8 inches) so that we can capture quarter of a page
in sharp focus. In Figure 2, an example of document and
road sign images taken with VEO are shown.

Figure 3 shows overall system diagram. It has four
main modules:

o Image Capture and Store Our system allows users
to capture images with 1280x1024 resolution. In-
herently, motion blur and de-focus are two impor-
tant problem while capturing image with VEO or
other mobile digital cameras. Our system has im-
age enhancement modules to determine the amount
of blur and de-blur some parts if necessary.

¢ Text Extraction and Layout Analysis Our system
has two main text detection and extraction modules
for road/information signs and document pictures.
Road sign detection modules allow us to detect text
on road and information signs which has various
color of the text, orientation and illumination. Road
sign detection and extraction modules use sophis-
ticated algorithms to detect scene text which is in-
herently difficult to detect. Our system uses very
fast text detection and extraction modules for docu-
ment images. Document images has more text and
less non-text regions and detection and extraction of
text does not required sophisticated image enhance-
ment to extract the text. Our system has text detec-
tion and extraction for both Arabic and Latin text
which uses different approaches to extract the each
character as Arabic text has scripted nature which is
different than Latin text.

e Character Segmentation and Recognition We
have developed two different OCR for mobile de-
vices: Latin and Arabic OCR. Both OCR uses
shape similarities, size and font sensitive informa-
tion while recognizing character. They also use
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some language depended features to increase the
accuracy. We have tested both OCR engines using
both road signs and document images and we have
obtained more than 98% OCR accuracy for Latin
and Arabic text.

e Text Translation and Triage We have developed
multi language translation from Spanish, Arabic
and Serbian to English. In addition we have devel-
oped mission sensitive dictionary which allows us
to triage documents/text quickly.

Text Detection and Extraction for
Document and Road Signs

As text detection and extraction in document images is
slightly less complicated than text detection and extrac-
tion in road sign images, we have developed two dif-
ferent approaches to detect text in road sign and docu-
ment images. Main motivation is that road/information
images have less text but complicated background diffi-
cult to detect, however document images has less diffi-
cult background but more text. Therefore we would like
to allocate more time to detect text in road/information
sign processing but less time for recognition. In contrast,
more time for recognition and less time for detection in
document images.

We have developed very robust but computationally
expensive text detection and extraction for road sign im-
ages. We have applied this method to text images without
any major changes and we have obtained good results.
However we have noticed that we can use less expensive
vision techniques to obtain the similar results on docu-
ment images in less amount of execution time. For ex-
ample, the assumption we can make is that the document
images are not as complicated as road signs and there
is unique background color (such as white) and unique
foreground color (such as black). In addition, the qual-
ity of the VEO images makes the text extraction little
easier. We have developed two different text detection
and extraction algorithms (a) Road Sign Text Detection
(RSTD) (b) Document Text detection (DTD). As road
sign images may have very complex background and
variation, we prefer image enhancement before text de-
tection and segmentation. We apply the hierarchical con-
nected components algorithm to obtain segmentation for
road sign images. Symmetrical Neighbor Filter (SFN)
enhancement was one of our innovation for road sign de-
tection which we implemented in a fast way to achieve
both memory and processing efficient version . It helps
to smooth the images by removing the interior region
noise while sharpening the edges between the complex
background and text regions. Figure 4 shows an example
of road sign detection and recognition obtained with our
system

However we do not need such complicated algorithm
for text documents. We have developed a fast appear-
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Figure 4: Example of text detection and recognition in road sign images

ance based method which is applied to entire image and
utilize local contrast between text and background. In-
stead of single global thresholding method (which tends
to fails when there is camera noise or imager problem),
we compute a threshold locally using text appearances.
This method yields very good detection and extraction
method for document images but does not perform well
for road sign detection. Figure 5 shows the performances
of both detection method on a PDA with 624 Mhz xScale
processor.

4 Optical Character Recognition on
Mobile Device

We have implemented shape based optical character
recognition for Latin and Arabic text. In order to use
both memory and processor power efficiently, we have
developed an adaptive feature based recognition algo-
rithm based on character shape invariant and shape de-
pended features. One of the challenging part of the OCR
is to develop such recognition system on limited memory
and processor power.

4.1 Latin OCR

we have implemented 2D normalized shape template
matching method. The basic idea behind that method
is to defer the computationally expensive feature com-
parison as much as possible. We first use computation-
ally fast features to eliminate the non-similar characters
and then apply computationally expensive features only
to those characters that pass the first level.

Feature selection is critical to obtain a good recogni-
tion rate. However, as we are targeting to implement it
for PDA, memory usage and speed are other important
factors. While the selected features should give the most
distinguishable power for all the character that we need
to recognize, the recognition and comparison algorithm
should be fast enough to produce the resuits in limited
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time and the feature space should not require too much
memory. After conducting extensive experiments, we se-
lected 2D-shape histograms which describe the relative
orientation and distance between the points in the charac-
ters, as main feature for recognition engines. We trained
the system using an adaptive training method. We used
scene-characters that are detected in image databases in
training sets. If there is not enough number of characters,
we combined computer generated-characters (where the
documents are printed and captured by the camera in-
stead of captured on road sign). We trained 53 charac-
ters using more than 6250 single character with different
size. Each characters in the training set has 45-55 sam-
ple using different fonts and different size (8-72 pixel in
height).

We have conducted many test and training session to
understand the performance of the recognition system
for various Latin characters which is written in differ-
ent fonts and different sizes. We have used four main
fonts (Arial, Verdona, Helvatica, Tohoma) and charac-
ter sizes (10 point to 56 point) while we are generating
characters. We have printed text documents in a one
page and captured the entire page with a single image
with 640x480 and 1280x1024. This setting provided us
almost 75dpi resolution for 640x480 image and 150dpi
resolution for 1280x1200 resolution. As we are process-
ing pixel (not the points), we use number of pixel as size
for the characters. For example a character printed with
12,16,24,32 point font size appears in document images
with 6,9,14,18 pixel in height size for 640x480 document
images, 14,20,30,38 pixel in height size for 1280x1200
images. Generally, our recognition system works good
for characters which has pixel size 15 or higher.

4.1.1 Latin Character Recognition
Performance Evaluation

We have generated three sets of character data for
training and testing (a) characters extracted from docu-
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Figure 5: Text detection and extraction performance on a PDA which has 624 Mhz intel Xscale Processor

ment images which is generated randomly and printed
10-18 font size with four different fonts (b) characters
extracted from road sign images (used in highways and
outside information) (c¢) characters extracted from doc-
ument images which contains English text and printed
with 10 or 12 points single font. The first set has al-
most 7600 characters (four different font type with dif-
ferent apparent sizes changing from 8 pixel to 85 pixel
in height). The second set has more than 8000 characters
and written in the sign with different fonts (we have ob-
served that the font variation is not significant as most of
the road has consistent font type). A third set consists of
16235 characters and contains single font. An example

of images are shown in Figure 6.

Below are the some character recognition results we
have obtained. On the average we have obtained 98.7%
recognition accuracy for document images. We have
obtained slightly lower recognition rate 97.8% for road
sign images. We observed that characters extracted from
road sign images have more variation than characters
extracted from document images. We were able to ob-
tain recognition rate of almost 99.2% for character Set-11
which has apparent size smaller than 19 pixel

All Sizes | (s <16) [ (s <30) | 31 < s)
Set I (CG) 0.982 0.929 0.980 0.995
Set IT (RS) 0.968 0.968 0.966 0.971
Set IIT (UN) 0.984 0.991 0.993 0.974

Table 1: OCR accuracy of our system for Latin alphabet

As it is seen above, the best recognition performance is
obtained with 10-12 point size printed UN document im-
ages. Extracted characters have small appearance size
however they only contain single font type.

Overall we have reduced the detection processing
down to 1.7 second on the average using 624Mhz xS-
cale based PDA with Intel Compiler. As you can see
from the results, the detection process is almost fixed and
does not depend on how many characters are extracted
from the image. However, recognition process is di-
rectly related to how many characters are extracted from
the image. For every character extracted by detection
process, recognition function is executed, therefore the
more character the image contains the longer the overall
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Figure 6: The system has been tested by using two set of
image database from which each character is extracted
(a) sample road sign images (b) sample document images
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Figure 7: An example of Arabic character recognition
process: original text image (top row), detected text only
regions (second row), word segmentation (thirds row)
and final Arabic character segmentation (last row)

recognition time. In other words, the recognition-time
is shorter for images which contain bigger apparent size
character than the images which contain smaller appar-
ent size characters. One of the important speed measures
is processing time per single character recognition. With
our method, we are able to recognize single character in
8 ms on the average.

4.2 Arabic OCR

In addition to Latin OCR, we have developed fast and
accurate Arabic OCR which is able to recognize scripted
Arabic characters and words. In summary, we first de-
tect the Arabic text in document images and extract the
Arabic text from images. Then we apply connected com-
ponents algorithm to find each connected components.
Each connected component may contain single or multi-
ple Arabic characters or a sub-piece of an Arabic char-
acters. After we obtain the connected components, we
segment words. After the words are detected we further
apply Arabic character segmentation algorithm to detect
each individual Arabic character. Example of Arabic
character recognition and dot integration are shown in
Figure 7.

There are mainly 26 Arabic characters and 10 Arabic
digits in Arabic alphabet. However, because of scripted
nature of Arabic language, each character can have 4
different character shape depending on it’s position (iso-
lated, middle, initial or end character). In addition, some
of the basic Arabic characters can take some diacritics,
dots etc. These dots make the character totally different
character. Therefore Arabic characters without dots may
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have many ambiguities in recognition. In order to build
a robust recognition system for Arabic, we have develop
Arabic characters with and without dot information. We
trained our system to recognize Arabic OCR characters.
Each Arabic OCR character may represent a single Ara-
bic text Character or multiple Arabic text characters de-
pending on the position and whether or not it has dots
(Arabic Text characters are the ones used in Arabic text).
In our recognition system, we provide OCR-Character
to Text character mapping, and if there are one-to-many
type of mapping, dot classification algorithm helps to re-
solve disambiguates.

4.2.1 Performance Evaluation

We have conducted extensive tests to evaluate the Ara-
bic character segmentation and recognition accuracy. We
have generated four different test sets, each test set have
word-level ground truth data that allows us to compare
the results. We have computed three accuracy metrics:
character recognition accuracy(OCR), word recognition
accuracy without any spelling correction (WORD-NSP),
word recognition with Spelling(WORD-SP). Here is the
summary of the results:

e set-I: Set-I contains 21 document images taken with
Veo camera with 1280x1024 resolution. The Arabic
text are CNN news segments, UN documents etc
and printed on 12 and 16 point size Arabic fonts
(roughly equal to 150dpi). It contains 4049 scripted
Arabic words and 19210 characters. The words and
characters appear on document images with various
apparent sizes, where avg. character size is 17 pixel.

e set-II: Set-II contains 13 document images taken
with Veo camera with 1280x1024 resolution. The
Arabic text are CNN news segments and printed on
16 point size Arabic fonts and cover half page doc-
ument(roughly equal to 175dpi). It contains 1927
scripted Arabic words and 9043 characters. The
words and characters appear on document images
with various apparent sizes, where avg. character
size is 18 pixel.

o set-11I: Set-III contains 11 document images taken
with Veo camera with 1280x1024 resolution. The
Arabic text are CNN news segments and printed on
12 point size Arabic fonts and cover half page doc-
ument(roughly equal to 145dpi). It contains 1735
scripted Arabic words and 8227 characters. The
words and characters appear on document images
with various apparent sizes, where avg. character
size is 14 pixel.

e set-IV: Set-IV contains 31 document images ob-
tained with scanner at 300 dpi resolution. This set
allow us to compare our results with commercial
Arabic OCR products. The Arabic text are CNN
news and UN documents and printed on 12 and 16
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Figure 8: Example of results obtained with Polar Rain’s Kenai-II Mobile Arabic to English Translation and Triage
system. The execution times are in second and obtained with a PDA which has 64MB main memory and 624Mhz

xScale processor

point size Arabic fonts. It contains 7695 scripted
Arabic words and 34477 characters. Average char-
acter size is 25 pixels.

Using above test sets, we have achieved following ocr
and word accuracy:

OCR. | WORD-NSP { WORD-SP
Set I 0.989 0.906 0.946
Set II (12) 0.972 0.775 0.893
Set 111 (16) 0.929 0.544 0.757
Set 1V (scan) | 0.991 0.965 0.977

Table 2: Arabic OCR accuracy of our system

Our Arabic OCR is also very fast and runs on a 624 Mhz
PDA with 6.2 second per image (per half page) which is
rough 7.5 ms per character. Figure 8 and Figure 9 shows
examples of Arabic and Spanish OCR and translations
results with execution time statistics.

5 Document Translation and Triage

Overall goal of our system is to provide useful translation
and triage results so that Soldier in the field can easily
understand what is written on any information sign or
on a piece of document that are written with a foreign
language.

We have built Spanish to English and Arabic to En-
glish machine translation system for PDA. Translation
engines runs fast enough to provide acceptable text trans-
lation less than 5 second (on the average) for text with

300 words. We have conducted offline training by using
parallel sentences for documents and road signs in both
Spanish and Arabic. In addition we have built translit-
eration tables in case the recognized word is not in our
dictionaries. In addition, we have built necessary tools to
support any mission specific translation and triage pro-
cessing and fast new mission deployments. Currently
we are conducting accuracy of our translation engines
by comparing human translator and commercial transla-
tion engines. An example of Arabic translation obtain by
our system, SYSTRAN and human operator are shown
in Figure 10.

6 Conclusion

We have described our mobile document recognition and
translation system (Kenai-II) which works on a COTS
PDA with attached digital camera. Core elements of
our technology are the ability to extract text informa-
tion accurately and recognize each foreign text quickly
with a limited resource mobile device. We have devel-
oped very fast and accurate image processing algorithm
to be able to extract text information reliably from pic-
tures and documents and recognize each character or
word in the text. It does not require any special hard-
ware and works on a COTS PDA. Once foreign text de-
tected and characters and words are extracted, they are
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Figure 10: A comparison of Arabic to English translation
with our system and Systran and human translator

recognized using Polar Rain’s mobile OCR engine. Po-
lar Rain’s Mobile OCR engine is capable of recognizing
machine printed Latin, Arabic and Cyrillic documents
and road/information signs. It is capable of generating
acceptable and usable results. We have achieved more
than 98% accuracy for both scripted Arabic and Latin
OCR engines. Once the text is recognized, it is trans-
lated to English. Polar Rain has been developing custom
domain-specific and generic mobile translation engines
which is capable of translating Spanish, Arabic, Serbian
to English.
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A System for Discriminating Handwriting from Machine
Print on Noisy Arabic Documents

John C. Femiani'

Abstract

A system for identifying handwritten and machine
printed text from grayscale images of real-world Arabic
documents is presented. The focus is on Arabic
language documents because the problem is more
difficult since Arabic typeset is similar to Arabic
handwriting. Arabic typeset letters are connected and
have similar shapes to handwritten words. Once the
two types of text have been segmented it is anticipated
that each can be recognized with higher accuracy using
specialized treatment. We achieve positive results in
segmentation by augmenting a set of attributes geared
towards identification of machine printed text on binary
documents (2D attributes) with attributes motivated by
a 3D stroke-based interpretation of the grayscale
information on documents.

1 Introduction

Our goal in this paper is to describe attributes used to
distinguish typeset or machine-printed Arabic text from
handwritten Arabic text in low-quality document
images acquired at a resolution of 150 dots-per-inch
(dpi). The authors hope that this research will
ultimately be the first part of a system that provides the
capability to collect, organize, and search for text in
data from Arabic documents, allowing fewer language
experts to accomplish more. The need to discriminate
between typeset and handwritten Arabic comes from
the nature of handwritten annotations: the fact that
handwriting is present at all in a document can be a clue
to its nature, as handwriting often contains corrections
to the document or indicates the importance of the
document. In spite of the fact that some tools for
recognizing typeset Arabic can sometimes recognize
handwriting as well, the accuracy is much worse.
Therefore, special treatment may be given to the
handwritten portion of a document by the use of more
powerful software tools or human transcription.

Mariano Phielipp’

Anshuman Razdan®

The particular task motivating this research was the
processing of a large dataset of documents collected en-
masse and containing sensitive information. We
conceived of a system whereby presence of handwriting
would affect the handling of a document: All
documents would be run through an Optical Character
Recognition (OCR) tool to be catalogued in a keyword-
searchable database. The documents could then be
inspected and corrected manually based on the
percentage of the document that contained handwriting
(in descending order).

2 Data

The project was motivated by the influx of Arabic
language documents following 9/11. Millions of
documents had been acquired in digital form and the
intent was to extract meaningful intelligence from the
scanned documents. We received data in the form of
430 almost-randomly chosen degraded 150 ppi 8-bit
gray-scale Arabic language document images that had
been extracted from compressed PDF files and thus
suffered compression artifacts. A significant portion of
the document images was occupied by a dark region
caused by the scanner bed being left open as pages were
scanned. The document’s page on average occupied
around a quarter to a third of the entire document
image, but some images contained several pages that
had been placed on the scanner bed at once. The
document’s themselves exhibited a variety of font sizes,
including images that contained only one large word as
well as images with text that was only a few pixels high
and thus undecipherable. Due to the classified nature of
the document images, we are prohibited from
publishing documents from our testing and training
dataset. However, the documents we use are almost
identical in nature to those available at the Iraq
Research and Documentation Project (IRDP) [1]
sponsored by Harvard University’s Center for Middle

' Graduate Research Assistant, PRISM, Arizona State University, John.Femiani@asu.edu.
> Graduate Research Assistant, PRISM, Arizona State University, Mariano.Phielipp@asu.edu.
3 Research Professor and Director, Decision Theatre, Arizona State University, razdan@asu.edu
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Eastern Studies, with the exception that the IRDP
documents have been binarized whereas we work with
grayscale images. These documents were seized from
Iraq and they are not classified. The US Senate has
released digital copies of over 2.4 million documents to
Harvard, who has made 42,000 publicly accessible.

A key issue in processing these documents is the
presence of artifacts on the page thatl are not printed
text, images, logos, or handwriting. This includes
roughly uniform perturbations of the images intensity
due to inaccuracies in the scanner as well as loss in
image fidelity due to an unknown lossy compression
method (probably JPEG) that was applied to all of the
documents in our training and testing dataset. The
documents had little or no skew caused by projection
since they were all scanned on a flatbed scanner, but
many of them had streaks or large tonal variation in
certain regions presumably due to issues with the
scanner or prior damage done to the documents
themselves, making accurate segmentation of text a
difficult task. Speckles on the document are an issue
since Arabic text is heavily accented compared to
English so the dots may be important in deciphering the
text, but by their nature there are so many dots in an
image that they would dominate the feature-collection
phase of our classifier. We resolve that issue by
flagging small components and we compute a reduced
feature set on only those dots which are nearby larger
components. Other artifacts included tears through the
pages, stains, stamps placed over the text, patterned
background images, and multiple pages at arbitrary
orientations in the images. When we mention noise in
this paper we are referring collectively to the set of
issues mentioned above.

3 Related Work

Much work has been done on separating typeset
characters or words on a page as this is a first-step for
OCR [2, 3]. Accurate results have been reported for
English typeset documents using 2D (binary) methods,
even in the presence of a significant amount of noise
[4]. In their work, documeni elements are split into
three categories: Handwriting, Print, or Noise. Three
trained Fisher linear classifiers are used and their results
are combined based on their classification confidences.
The classification accuracy is improved by combining
the Fisher classifiers with a Markov Random Field
(MRF) over the word-blocks where each word is
connected to the nearest word to its left and right (for
print), or the four nearest neighbors in any direction (for
noise). The probability of a word being print versus
noise based on context is systematically estimated
based on training samples, and the most likely solution
is found by the discrete local minimization method of
Highest Confidence First (HCF). The authors
demonstrate positive results on English and Chinese
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language documents, however positive results for
English language documents do not always translate to
good results in Arabic since Arabic typeset text and
handwriting are both cursive, letters are often (but not
always) connected at the baseline, and diacritical marks
are difficult to distinguish from noise but are important
to the meaning of Arabic writing [5]. In future work we
plan to do a direct comparison of our method with the
method of [4] on Arabic documents.

Stroke based models have been used to represent
handwritten text with some success since they reflect
the method used to produce the image [6]. A
distinction is made between a stroke, trace, and a
crossing such that a stroke is the concatenation of
several traces to form the complete path of a pen from
when it was placed on a page (called a “pen down”
event) until it was removed from the page (a “pen-up”
event). A trace is a portion of a stroke that does not
cross itself or any other strokes, and a crossing is a
region where traces meet, such as at the center of the
letter “X”. Traces and crossings are identified either by
skeletonizing a component or by analyzing its contours
[6]. The formation of strokes from the traces allows for
recovery of the drawing order of handwriting, but
strokes are difficult to recover efficiently or robustly
except for certain simple configurations [6-11] .

The additional information in a grayscale image prior
to binarization was modeled as a 3D surface in [12].
The surface was segmented into regions based on its
gradient and Hessian, and the regions where used to
segment strokes even in the case where one stroke
would usually be lost due to blending with another.
Cues from the intensity-surface of high resolution
images were used for detecting stroke endpoints and
stroke order in [7] which analyzes the evidence left by a
ballpoint pen using forensic-style techniques to recover
temporal order of strokes.

4  Our Method

The primitive element we classify is the four-way
connected component. We are not concerned with
breaking a component into individual letters or
identifying entire words which may encompass multiple
components since our goal is not to actually provide
OCR. We model components using a stroke-based
model that is similar to the models of [6] [10] [13]
which we call a stroke-graph as illustrated in Figure 1.
This model is an appropriate model for handwriting on
a page, but one might point out that printed text was not
produced by a pen-like instrument. Of course, we do
not know yet which components on the page are printed
or handwritten, and so we gather attributes from both a
stroke-model and a raster-based model of the text.
The nature of Arabic typeset is such that it appears to
mimic the stroke-like nature of handwriting, unlike
Latin characters such as E, K, H, F, etc.

We deal directly with the grayscale intensities as well




as with a binary mask indicating foreground versus
background pixels. In this paper, however, we shall
sometimes refer to “darkness” rather than intensity.
When darkness is mentioned we refer to the
complement of intensity. We treat the complement of
the intensity of each pixel as its depth (z) measured
orthogonal to the image plane, and thus we associate a
set of 3D points (x, y, z) with traces in our stroke-graph.

—

~—
component

Figure 1. A single component of a stroke-graph is
shown (left) with the loci, crossings, and traces
indicated by solid arrows. A possible stroke
interpretation is shown (right) with the drawing order
indicated by solid arrows.

In our model, traces are represented by a chain of
points we call Joci roughly along their midline.
Associated with each locus is the set of points from the
image foreground that are closest to that locus. The
traces are initially obtained by thinning iteratively the
component [14] and then in order to compensate for
noise and compression artifacts some loci are removed
and others are translated according to the method
explained in the paragraph accompanying Figure 1. In
order to reduce the running time, we limit the number
of thinning passes to the expected width of the text.
Items which remain are not linear and can be removed
from further consideration. Once traces are identified,
the tangent to the trace at each locus is estimated by
normalizing the mean of up to 5 secants centered at the
tangent. Since the secants tend to get larger in
magnitude as the points grow further apart, this method
gives more weight to measurements taken further way
from the locus, compensating for the fact that the actual
positions of loci are corrupted by discretization error
and error resulting from compressing the document.
These tangents appear correct on visual inspection as
shown in Figure 2.
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Figure 2 Top: A component with the background
pixels clamped to white. Bottom: The medial axis is
shown with cross-sections at each locus orthogonal to
its approximated tangent.

The initial positions of the loci are not considered
ideal since the midline of the trace may not be
representative of the pen-path. The darkest point can
not be used either since compression, noise, and the
physics of writing may cause multiple darkness
maxima. Our solution is to use the maximal point in a
Gaussian approximation to the darkness cross-section.
Each pixel associated with the locus is projected along
the tangent direction. The resulting 1D function is
modeled as a Gaussian, and the maximal point on the
Gaussian is identified. Each locus is shifted orthogonal
to its tangent so that the locus lies at the maximum of
the Gaussian. The value of the Gaussian at its
maximum is used as the locus’s z-coordinate.

Figure 3 The pixels associated a locus (left, thick line)
are project in the direction of the tangent so that their
intensities form a 1D array of intensities (right, gray)
that can be approximated by a Gaussian (right, solid
line).

The region where multiple traces meet in a
component is called a crossing, and it is initially
represented by a connected set of points on the
components medial axis with a valance other than two.
Portions of the medial axis near the initial crossing
region are removed from the neighboring traces and
added to the crossing.




Figure 4 The ideal situation would be as in (a) where
one pixel remains at the crossing (gray). The medial
axis may contain clusters of points where traces meet as
shown in (b) and (¢).

Figure 5. A crossing region (gray) is removed since it
has a valance of two. The endpoint is also marked as a
crossing since it has a valance of one rather than two.

Once crossings have been identified many short-traces
will have entirely disappeared. If this is the case then
the crossings at either end are either merged into a
single larger crossing. If a merged crossing would have
had a valence of two it is removed entirely and the
connecting traces are joined as illustrated in Figure 5.
The resulting network of traces and crossing is termed a
stroke-graph and it is the basic unit from which many
of our 3D Stroke-based attributes will be derived.

Our main concern has been determining a set of
attributes based on these 3D stroke-graphs that
distinguish typeset from handwritten components. We
are looking for real-valued numbers that capture the
difference between handwritten and printed text only.
These attributes come from the binary raster
information, the grayscale raster information, and from
our 3D stroke based model.

4.1 2D Attributes

We began by using some attributes that were
collected directly from the binary classification of
pixels in the raster image into foreground and
background regions. These attributes were chosen
based on their reported effectiveness [4, 15] and their
ease of implementation. Our goal was to allow our
method to build off of methods that appear successful
on binarized images. This way our tool would be able
to cope with binary images or images so noisy that a
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stroke-model becomes meaningless.

4.2 3D-Stroke Attributes

Attributes are accumulated for an entire component
based on the mean, variance, skewness, kurtosis, Gini
coefficients [16], and the mean squared sample
differences of attributes collected at the trace-level.
Trace attributes are in turn based on attributes measured
at each locus. We begin here by listing the locus-level
attributes, and then proceed up to trace and component
level attributes.

The 2D position of a locus refers to is x and y
coordinates on the image-plane. The mean of these
positions is not kept as we do not want the components
position on the page to influence the classification:
however the higher moments of position are used. The
stroke model we use allows for the computation of a z-
coordinate at each point along the trace’s path. We
illustrate our method for choosing z in Figure 3. All of
the previously mentioned statistics of the set of z-
coordinates are used, including the mean. The radius of
a locus is the minimal distance from the locus to either
contour — roughly half the trace’s width. Two radii are
kept for each locus: they are the distances from the
nearest contour to the left and right of the locus as we
traverse the contour®. The full set of statistics is used
on the set radii. The error measures the discrepancy
between the Gaussian approximation and the actual
cross section and measured as the mean squared error
taken from Figure 3. We only accumulate the mean of
this quantity. The tangent angle of a locus is measured
up from the detected horizontal axis of the page.
Tangent angles are not accumulated: rather their
respective tangent vectors are accumulated and
converted to angles afterwards. The mean tangent is
excluded from the set of attributes used to classify a
component, but the mean difference between angles is
used. Finally the number of loci in a trace, and the
number of traces in a component are used as attributes
as well.

One final source of atiributes was added as a simple
way of incorporating some of the components context
within the document. The statistics kept for each
component are also accumulated over a 1.5-inch
neighborhood of each component and included as
additional features. We achieved our best result by
training two classifiers using the same algorithm (jRip)
[15], but we derived additional features for a second
classifier by using the results of the first classifier to
determine if a 1.5 inch neighborhood is mostly hand or
mostly print. We refer to the classifier that is run first

* The left and right are ill-defined since we do not know
the direction in which the contour was traversed. Our
implementation currently always begins in the leftmost
column of the topmost row in which the component
oCCurs.




as classifier 1, and the classifier based on its result as
classifier 2.

4.3 Classification

We use the jRip propositional rule learner [17] based on
the Repeated Incremental Pruning to Produce Error
Reduction (RIPPER) algorithm first proposed by Cohen
[18] in order to generate a classifier based on our
atiribute set and training data. We chose to use jRip
over other methods because it generates a set of rules
that are often simple enough for a human to understand.
Additionally, it produced classified as many elements
correctly as some of the most popular methods such
support vector machines and neural networks (using
WEKA).  Another motivation behind using this
classifier is that while it takes some time to train, it can
classify components very quickly.  Rather than
explicitly model context as a MRF in the document, we
collect all neighbors whose bounding boxes are within a
predefined distance of each-other of 1 inch or 150
pixels. We trained two classifiers, one on features
computed at each component, and the other with a
feature set augmented by fraction of each component’s
neighbors classified as hand or print by the first
classifier.

In order to generate training and testing data for our
experiment, we generated an interactive tool for manual
entry of ground-truth for components in the documents.
We recorded each images filename and the coordinates
of the darkest pixel of each component in the image
along with information on the component as to whether
it appeared to be handwriting, printed, image, noise (of
various sorts), an embedded image, border, stamp, or a
merged component consisting of both printed and
handwritten parts. The tool allowed the user to select
from a list of 15 categories and label components by
either clicking on them, or by drawing a region around
them. In this manner 47,287 components were selected
of which were 20,491 printed, 20,567 were handwritten
or contained components that were hand and print
merged together due to overlap®, and the remaining
were items we did not wish to include in either category
(such as holes, noise, borders, or logos).

Our method was implemented in C++ and compiled
with all speed-optimization flags set. It took an average
4.3 seconds per document on a Pentium Xeon 3.2 GHz
computer with 2 Gb of RAM. Of these, on average 2.72
seconds were spent on forming the initial image
segmentation, growing connected components, finding

> For the purposes of this project, merged hand & print
are lumped together with handwritten components since
are difficult to OCR and thus require the same extra
attention as handwritten components. Also overlap
tends occur between handwritten words rather than
hand-over-print in our test data.
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skeletons and creating the stroke-graph. The remaining
1.31 seconds were spent collecting features and
evaluating the 2 sets of decision rules generated by
jRip. Our resulis are presented in Table 1 using a
confusion matrix. Each column corresponds to the
training label of a component, each row corresponds to
the class predicted by our classifier, and each entry in
the matrix shows the number of instances trained
according to the column and predicted according to the
row. We were able to identify 94.56% of the
components correctly’, and we identified 94.31% of all
handwritten items in our test set and 94.8% of all
printed items.

Table 1 Results of our classification of the entire
feature set, presented as a Confusion Matrix.

Predicted | Predicted

Typeset Handwritten

19325 1166 True Typeset
1069 19498 True Handwritten

5 Conclusions and Future Work

We have presented our system for discriminating
between Arabic handwriting and typeset text. We have
achieve positive results on our training and testing
corpus, and conclude that incorporating 3D features
based on a stroke-model of the text derived directly
from grayscale images can improve our ability to
separate printed from handwritten text. In future work
we would like to compare our method carefully with
the method of [4] and explore other ways of dealing
with document layout and noise in the types of
documents we see. Since handwritten or mixed
components appear to have been successfully
identified, we would like to enable queries for words
through handwritten portions of text using a shape-
based word-spotting algorithm. Also we would like to
extend out ability to capture strokes and resolve
crossings. Our current stroke based model solves simple
examples of crossovers, but suffers from some extreme
cases of ambiguity cause by sub-pixels attributes in text
or image degradation due to compression.
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% The tool “WEKA” could not process all 40,000 entries
and so it was trained with roughly 50% of the samples
and reported accuracy greater than 96% on that subset.
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Abstract

Arabic poses significant challenges to automatic
exploitation due its highly inflectional nature (stems
can have hundreds or even thousands of inflected
Jorms), and its consonantal orthography (most vowels
are omitted), which causes high ambiguity rates. These
challenges are even more pronounced when dealing
with texts that are degraded.

Arabic OCR character recognition accuracy is
adversely affected by Arabic’s cursive script, usage of
diacritic dots, and the relatively large number of letter
forms (each letter may have several allographs
depending on the context of adjacent letters).

We applied a context-sensitive morphological
analysis system to degraded Arabic texts received in
lattice format to examine the poiential contribution of
linguistic analysis to text exploitation of degraded
Arabic documents. The enhancement was measured at
various levels of character recognition accuracy
(corresponding to accuracy levels typical of OCR
output). The resulting levels of word recognition and
entity detection were compared 1o the baseline levels of
the generated degraded texts.

The results show improvement in the number of
recognized words and entities in the linguistically
processed texts compared to the raw degraded
documents at all levels of input letter accuracy.

1 Introduction

1.1 Arabic Morphology

Arabic! morphology is commonly viewed as being
based on underlying consonantal roots (jidr, ) that
undergo vowel changes, and in some cases consonantal

1 Arabic here refers 1o Modern Standard Arabic (MSA).
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insertions and deletions, to create inflected and derived
forms [5]. For example, the root /ktb/<iS combined with

the vocalic pattern CaCaCa? (where ‘C’ represents a
consonant and ‘a’ represents a vowel) derives the verb
kataba® <55 ‘to write’. This derivation may be further
inflected into forms indicating semantic features, such
as number, gender, tense etc.: katab-tu eSS <] wrote”,
katab-ta <58 ‘you (sing. masc.) wrote’, kafab-ti <siS
‘you (sing. fem.) wrote’, ?a-ktubu <&\‘I write/will
write” etc.

In addition, the definite article, as well as several
prepositions and conjunctions are considered prefixes
and not autonomous words; additionally, pronominal
objects and possessive pronouns are suffixed to verbs
and nouns, respectively.

The structure of Arabic morphology results in each
word having a very high number of inflections, which
may radically change the basic form of the words.
Accordingly, the total number of Arabic inflected forms
is estimated to be 70 million [1], [2].

1.2 Arabic Orthography

Arabic orthography is primarily consonantal - most
vowels are not written. There is a supplementary
system of vowel and gemination diacritics (written
above, under and beside the text), — but these are
omitted in most written texts?. As a result, the rate of
form ambiguity, i.e. ratio of morphological analyses per

2 This pattern is known in Arabic grammar as J23 ) j .

3 Latin transcription of Arabic examples and terms follows
English spelling conventions. The character: “?” denotes a
glottal stop; and “9™ denotes the sound “th™ in “this™.

4 This supplementary marking system is used in this
document for some Arabic examples, to emphasize the
difference between Arabic words.




given string, is considerably higher than in most
languages.

2 Arabic OCR Challenges

In addition to morphological and orthographical
features that complicate Arabic text exploitation in
general, (e.g. search, translation and entity extraction),
Arabic script and letter shapes (printed as well as
handwritten) present additional challenges that are
specific to OCR, including:

o Cursive Script: most characters are connected and
their shape is context (position) sensitive: a letter
may have different shapes when appearing in
isolation, in word-initial, -median, or -final
position; letters may have as many as 4 shapes.

e Word elongations (tatwil J:sk5) and ligatures (letter
combinations, such as lam-alif “¥”) expand the
number of possibilities.

¢ Diacritic marks serve to optionally mark vowels as
well as to distinguish between several of the
Arabic letters, where they are obligatory. Dust,
dirt, and specks may be confused with diacritic
marks, further complicating letter recognition.

o Punctuation marks are often omitted and cursive
script is sometimes broken within a word, making
the distinction between word boundaries and inner
word spaces more difficult, and complicating
segmentation.

Typically, OCR software generates several character
candidates per image segment, each designated by a
confidence score; such OCR internal structures are
referred to as lattices.

While statistical and language-independent OCR
strategies may suffice to provide acceptable accuracy
levels for some languages (e.g. English) in which the
above considerations are absent, or present to a lesser
degree, when dealing with Arabic texts, whether
printed, or even more significantly, handwritten, the
accuracy levels offered by such methods decrease, and
often may not yield sufficient accuracy to be of
practical value.

The purpose of this study is to examine the
contribution of applying linguistic post-processing to
enhance the exploitation of Arabic OCR output.
Exploitation enhancement is achieved by identifying
correct and appropriate words within OCR output
lattices, thereby making the texts more searchable, and
therefore more suitable for automatic categorization and
routing processes. Enabling such a linguistic-based
accuracy enhancement requires a robust NLP system
that can identify and score all 70 million inflected
forms that appear in Arabic, and be able to propose the

most appropriate word represented by the OCR word
lattice.

While fully accurate OCR of Arabic handwriting will
remain difficult to achieve, it should be noted that:

e Partial handwriting recognition, even at low
accuracy rates, is potentially of great value.

e Partial recognition may allow identifying
important keywords in documents.

¢ Improvement in word recognition over character
lattices at various accuracy levels can contribute
significantly to automatic processes.

3 Natural Language Processing

In pursuit to enhance and exploit degraded Arabic
documents, several approaches were examined, mainly
character and word n-grams [4], [6], light stemming
(algorithmic prefix and suffix removal) [3] and closed-
end partial lexicons.

The current study presents an approach based on
applying a robust stemming/morphological analysis
system to exploit and enhance degraded Arabic
documents.

3.1 Morphological Analysis

The Britannica Morphological Analyzer (BMA) for
Arabic was used in this study. BMA identifies all
Arabic word forms, breaking down inflected forms into
their base form (stem) and inflectional morphemes.
BMA applies scoring based on frequency measures of
each stem, as defined in the BMA lexicon, a frequency
measure of the morphological variant, and a measure
calculated by context-sensitive analysis, which checks
for validity of syntactic phrase structure.

When BMA is applied as a stemmer in search engine
indexing systems, the score is used to ensure that the
correct stem is indexed in cases of ambiguity, so that
only inflections relevant to the query (i.e. the stem
appearing in the query) are returned, and not unrelated
forms that happen to share the same spelling with one
of the inflected forms of the query terms.

When applied to degraded text, BMA’s scores are
used differently: rather than using the scores to choose
between alternative morphological analyses of a given
string, the scoring system is used to choose between
different strings, representing different word forms
proposed for a given segment of the degraded text.

3.2 Named Entity Recognition (NER)

Named Entities (NEs) refer to proper names (e.g.
people, places, organizations, expressions of time, etc.),
and hold a special significance in text exploitation due
to their high content value. NER attempts to identify
and classify Named Entities by referring to NE
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lexicons. Cross-language NER translates entities
identified in Arabic into English.
Performing NER by linguistically enhancing

degraded input intends to provide more valuable results
from the perspective of text exploitation. EntX,
Britannica's cross-language NER system, was used in
this study.

4 Data

40 typical documents from Arabic media web sites
(Al-Hayyat, Elaph, Alquds, etc.) were selected. The
length of these documents ranges from 150 to 200
words, yielding a sample corpus of over 7,000 words.

The documents then underwent automatic
degradation to four levels of character accuracy typical
of handwritten OCR output (see section 5.1 below),
yielding 160 sets of output lattices (four for each
original document), and a total of over 28,000 words.

S Method

5.1 Automatic Degradation

To simulate OCR results at different levels of
accuracy, an automatic text degradation program was
developed, modeled on OCR lattices of a sample corpus
of handwritten documents. The program takes as input
an Arabic text document and the desired level of

degradation (defined as the letter accuracy5 level), and
returns sets of word lattices for the identified
words/strings in each degraded document.

The degradation process has several parameters:

o Character accuracy: the probability of the
character being correctly identified by the OCR
process (i.e. being shown as the topmost character
candidate per position)

o Lattice depth: the number of character candidates
for a given character (0-5)

o Lattice quality: the probability of the correct
character appearing in the generated lattice,
providing it wasn't selected as the first candidate

e Segmentation: lattices are either split, or separate
lattice joined to mode! incorrect identification of
word boundaries. The segmentation quality reflects
the percentage of words correctly segmented)

The lattices are populated with random characters
and random relational confidence scores (aside from the
topmost character as defined by letter accuracy, having
the top score, 0).

5 The probability of the correct letter appearing in the OCR
input in this position (compared to the ground truth).
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Note that the fact that lattices are populated randomly
makes the output somewhat more difficult to exploit, as
compared to OCR output, where scores of correct
ground truth character candidates in the lattice are
likely to be better (lower) than those of incorrect
characters.

Each document is degraded to four levels of character
accuracy: 30%, 45%, 60%, and 75%, yielding 4
documents for each original text, in addition to the
original, which serves as the ground truth for the
degraded documents.

Given the character accuracy, the lattice quality and
segmentation quality were adjusted to reflect typical
OCR results, in a manner illustrated in table 1.

Our definition of character accuracy follows the one
proposed by Rice, Kanai and Nartker [7], based on the
Edit Distance algorithm (known as the Levenshtein
algorithm).

The following table describes the character accuracy,
lattice quality and segmentation quality of the degraded
documents.

Table 1: Lattice quality and segmentation quality per
Letter accuracy.

Character Lattice Segmentation

accuracy quality quality
30% 55% 25%
45% 65% 65%
60% 75% 80%
75% 90% 90%

The output (i.e. "identified' words) of each degraded
document was compared to the ground truth to
determine the word accuracy achieved in the simulated
OCR output per document (for each letter accuracy
level), which serves as the baseline.

5.2 NLP Processing

5.2.1 Word-Internal Lattice Enhancement

Each sequence of characters in the lattice is
compared with a set of patterns reflecting typical noun
and verb prefixes, suffixes, and intenal patterns. In
cases where a pattern is partially found, this process
may introduce an additional character candidate to the
lattice. Consider the following table:




Table 2: Example Lattice® of &adi ("the marine™).
Correct letters appear in red. Optical scores appear
under letter candidates - lower scores are better.

String | Letter ! ! 3 - 4 ¢ 3
Option 1{ Score 0 0 0 31 ¢ 0 0
String | Letter | | I - s J i 8
Option2{ Score | 85 | 20 | 35 | s8 | 10 | 51 | 35
String | Letter ve | & ple sl o
Option 3 | Score 57 4 70 15 32 70
String | Letter [ 3 [ é o s
Option4 | Score a6 1 76 | 75 | 138 ] 183 ] 78
String | Letter | J ° e

Option 5 | Score 180 20 [ 200 | 21
Output ! dJ - T J $ 3
In string option | above (the first row) there is a
word-initial sequence of two alifs ("""). The word-
internal processing introduces a candidate lam ("J") in
the second position as the sequence "J\" is the Arabic
determiner, which has a very high likelihood of
appearing in word-initial position. This expands the set
of strings that may be generated from the lattice.
Following this process, the set of all possible strings or
character combinations resulting from each lattice
(generally ranges from hundreds to thousands) is
generated. These strings are then subject to word level
linguistic processing (see following section).

5.2.2 Word Level Linguistic Processing

All generated strings first undergo morphological
analysis to determine which, if any, of the strings are
morphologically well-formed. The stems of the set of
well-formed strings are then subjected to lexical look-
up to determine if they are known words. The lexicon
contains statistical data regarding distribution of stems
and inflected forms. If sufficient context of neighboring
words exists, context-sensitive weighting is applied to
the word candidates. Each step of the word level
linguistic processing contributes to the linguistic score
accorded to the word (see below).

5.2.3 Linguistic Scoring

A linguistic score is determined per string (as
opposed to the optical score given to each character
candidate by the OCR process), which considers the
following factors: frequency and  distribution
probability of lexical stems and inflection patterns; and

6 45% character accuracy; i cell contains a character
introduced by linguistic post-processing

contextual weighting (if a sufficient context of
neighboring words exists).

Thus the best linguistic scores are assigned to words
that are recognized as belonging to widespread stems
with common inflections which fit well in their
syntactic context. Words that are recognized by BMA
but are found to be derived from less frequent stems,
and/or feature rare morphological structures or are
inappropriate with their context are given higher
(worse) scores. Words that are not recognized at all are
discarded.

Table 3: output for three different strings considered for
a certain lattice (given in phonetic transcription). Lower
scores signify better confidence.

String Linguist- Gloss Details
candidate | ic score
Alsban 12 The young | valid words,
almhtrfyn experts correct
chel Fuc
. re -
b yisall
(o well formed
agreement
Alsbak 23 ungrammatical | valid words,
almhtrfyn (*experts the incorrect.
P window) grammatical
(o i i context
Alsbik - word discarded | invalid word
almhtrfyn
L )
(U siaall

A composite score of the linguistic score of a word

and an optical score” for this word is calculated and the
string with the highest composite score is returned. The
composite score is calculated by 75%-25% weighting in
favor of the linguistic score (see further discussion
below regarding weighting considerations).

6 Results

The word accuracy and named entity (NE) accuracy
of each document was determined by manually
comparing it with the respective ground truth. The 160
degraded documents were then subject to NLP
processing (see section 5), providing 160 linguistically
enhanced documents. These too were manually
compared to the ground truths, and word and NE

7 The optical score of the string is calculated as the
average optical score of the characters the string
consists of.
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accuracy were determined. The results appear in figure
I below.

Eftects ot NLP-Enhanced Exploitation

60% 60%

50% 50%

40%

10% 10%

0% 4 0%

OCR ch y

~—a—— Words - BEFORE -
---e--- Entities - BEFORE -

Words - AFTER
Entities - AFTERW
Figure 1: Effects of NLP processing of degraded

documents: word and entity accuracy before and
after NLP processing

The solid blue line represents the base level word
accuracy level for each of the four degradation levels
(30%, 45%, 60%, and 75%), while the dashed blue line
represents the NE accuracy at these levels.

The solid magenta line shows NLP-enhanced word
accuracy for each degradation level, and the dashed
magenta line shows the NLP-enhanced NE accuracy.
The following tables show the word- and NE-
recognition for the four levels of character accuracy.

Table 4: Word-recognition as a function of character-
accuracy

Character Word recognition
accuracy
Non-enhanced | NLP-enhanced
30% 0.5% 2.6%
45% 4.4% 17%
60% 9.8% 32.2%
75% 22.9% 51.9%

Table 4 above shows an improvement from 0.5% to
2.6% for highly degraded documents, to from 23% to
52% for the least degraded documents.
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Table 5: Named Entity-recognition as a function of
character-accuracy

Character ] —
accuracy Named entity recognition
Non-enhanced | NLP-enhanced
30% 0% 8.2%
45% 42% 20.6%
60% 4% 37.9%
75% 15.7% 54%

Table 5 above shows an improvement from 0% to
8.2% for highly degraded documents, to from 15.7% to
54% for the least degraded documents.

7 Discussion

The results show significant improvement both in
word and in named entity (NE) recognition accuracy
following linguistic post-processing at all character
accuracy levels.

While word accuracy is higher than NE accuracy in
non-enhanced results, NE accuracy is higher than word
accuracy in NLP-enhanced OCR. Average word length
in Arabic is 4.63 characters, while average NE length is

6.4 characters8. This characteristic may help explain the
different patterns observed between NLP-enhanced and
non-enhanced entity accuracy versus word accuracy:
since entities are by and large longer than general
words, the probability of an incorrectly identified letter
is greater for entities than for words; however, when
applying NLP-enhancement, string length contributes
positively to the probability of successfully identifying
the word, as there are more cues in the input.

From a practical perspective of trying to increase the
value of OCR to text exploitation, increasing
recognition levels of entities, which are of high content
value, is more valuable than the ‘across-the-board'
increase achieved in word accuracy.

NER was applied by looking at a pre-defined set of
entities, a subset of the words identified by BMA. An
alternative approach would be to actively search for
user-defined entities, such as certain proper names, and
trying to match them against given lattices; this may
produce more false-positives, but may limit the
documents with these specific entities that would be
overlooked to a minimum.

This study used a pre-defined weighting allowing
75% to the linguistic score, and a 25% weight to the
optical score. This was based on preliminary tuning,
however, further work needs to be carried out to find
the optimal balance between the two scores, which we

8 These values are based on a sample corpus of documents/
articles collected from Arabic media web sites.




expect to be dependent on type of material and OCR
quality.

Appendix A shows an example Arabic text, in raw
degraded form and in linguistically enhanced form.
Correct words and NEs are marked in both documents.

Appendix B shows an XML excerpt for a word
processed by BMA, and shows the metadata that may
serve other exploitation processes.
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Appendix A — Sample Arabic Document

Figure 2 shows an example Arabic text degraded to
60% character accuracy.

L8 Ul 3800 305 &es ool sage! Aalladl iy ep 39t cials S
igin 0 (o U Ll Juasl Ji g (38 jals paat pesla
flo ) mae 3 yialia § 40 ol plefiol ol Il Slas
Tk ol At Lalls, el pun ppfiaa e 3 Jall ey
e 5y days Ay Sl Fla o5 pisisbeian o138 e 113
sy 8 Jae Gy § s 3 A it Juia g (il
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e g0 oSy (5 gy ket iy pas AL (o0 dil 5 S
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Gy O Laan g pady sabalt (g1 pWEE £ 55 OB B gpaers

gl pomend] s SAa oy Aikaas Flalaale Jolals Solaaldy 4 gl
cpdeiin 3 giaka dads yim yui y ool CiYaalS e il Ll i

Figure 2. Non-enhanced OCR output (16 correctly
identified words appear in brown)

Figure 3 below shows the result of linguistic post-
processing applied to the document; an additional 47
words were recognized, of which 12 are named entities
(versus none in the original degraded document).

Mwuéwmw\m\qxo_‘i&mau
Dt g 4&Lu\s&‘ﬂ_gjé,,mfigw¢‘s.\ugm&g
e 6 1) i B e o LA 1 i
Ll izl ue Cpafanall | jpusna 223 laall eiadali g S
Cpfanins el )l b paabanms Gl g (e s o5 e O 0 sl
iy ) S s s 1) B gl Jla g SIS ) ¢ 3¢ ng g, Adpuliy
iy g Bloa I yal (538 (5 il Gpa psedem gl 13 e
o) by BN a0 S T o) b pedihitny gl
o s 2ame ki & yaiall il padlall e IS L S e
Slia g€ (S (oLl o iy A1 Gyl
SR g mal guadll o Ld i Slas B 5 a ol G edl
il e g a0 el i pgh p B aumy minal by 0 seanid
S 51 aad b g1 o JB el ple Gall (Sl
Cﬂs‘é)\?q;)&éﬁhjg;\ﬁ\dgbluu)hsg}\
O pmade (g o el (ya e (g 5, Silaky Aialall (yha ) e b8
o gliall 5 giann o)) 19329 pps gaba i gl QBN 7 55 08
T Yl e
th?;hua&mhxéaﬁg_\dwuauuﬁh

il o i i) 5 ) gl e ol Gl
Ciaddilal Y das
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Figure 3. BMA-enhanced OCR Output (45 newly
recognized words in blue, NEs are highlighted)

Figure 4 below shows the document returned by
Britannica's EntX server, containing cross-language
NER. The English entity digest appears at the head of
the document, and Britannica's ETL (Embedded
Translation Layer) provides a hidden layer of
translation for all words/phrases that is displayed by
placing the mouse (cursor) over any word/phrase (see
middle of document by mouse cursor in figure 4).

I

¢) Encyclopaedia Britannica Inc 2004-2005
[Page Entity mfo. |
Nationahty/Afilianon Arab
Weapom‘ explosives

m seder, ey . i

B e : explosion, attacks
W Iraq
me exprestion: Thursday 5 i

: ,ih)sl.mwm‘.o&;ﬁlmmmw;hm&'
oo pait £ ol 68 188 Ui i 0 gl oo SUIlalin] gigadl iy Cia s’
gu_wlumwiwmﬁlcmuﬁuuﬁiw.&m)_)jht“
el anps sk \_ elom )l o st avns Gl 9o bk g sebs OF sl

& peim} 0K (508 e e 00 vl come, get; occur; bringl . aup gl gl Qoo (K |

Ll e Y1 e o i )T 08 e iy o Ui 5 el sl
A s 161 el s 3 s s ol il o 6 .S
N e 6 e AR 1 L5 510 3l 3 el ki i it
Ao B Snaal 5 gl O B Jn g bl s 0 i
uaJOaui-‘s_ﬁln‘jﬁ;L\iIulcM)&yl&aghMl,‘:&Yl“ﬁ:&M'
g opauet 03 A 0n e Uigss Galaa dauall ol e 1 I (g oln
mliﬂ_;“|maﬁ,dldiquhﬁdld_gmuUll;a;_,m,‘;i.‘)illﬂru.ﬁl
e sl B gl Sl igadl f Blomainid )0 €11 dem il (IS ppm S
MYJ&M&U&aJﬂ|AMﬁJJIML@ -

Figure 4. EntX processing of NLP-enhanced text,
showing the entities highlighted by category, with their
English equivalents appearing in the entity digest
header.




Appendix B - BMA XML Excerpt

The following XML document shows an excerpt of
the morphological and other linguistic metadata added
by the Britannica Morphological Analyzer (BMA).

- <root>
- <word>
- <input>

- <HCDATA[4S 5] >
</input>

- <result>

<stem>eiS</stem>
<transcription>kataba</transcription>
<partOfSpeech>verb</partOfSpeech>
<root>eiS</root>
<conjugation>1</conjugation>
<category />
- <rawTranslation>
- </I[CDATA[ to write]]>
</rawTranslation>
- <prefix>
<string_prefix />
</prefix>
= <suffix>
<string_suffix>s</string_suffix>
<person_suffix>3</person_suffix>
<number_suffix>singular</number_suffix>
<gender_suffix>masculine</gender_suffix>
</suffix>
<score>85</score>
- <inflection>
<vocalizedWord>4&8 g</vocalizedWord>
<intlectionTranscription>wakatabahu</in-
flectionTranscription>
<person>3</person>
<number>singular</number>
<gender>masculine</gender>
<state />
<tense>past</tense>
<voice />
</inflection>
- <morphTranslation>
<conjTranslation>and</conjTranslation>
- <inflectionTranslation>
- <If[CDATA[wrote]]>
</inflectionTranslation>
<objectTranslation>it</objcctTranslation>
</morphTranslation>

</result>
</word>
</root>

Figure 5. BMA XML Output for the Arabic Word 483
(“he wrote i)
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Abstract

This paper presents preliminary results that we ob-
tained during the first “proof-of-concept” stage of
our on-going tesearch on offline Arabic handwrit-
ing recognition. Our method relies on the Arabic
script’s large-scale features (e.g. loops, cross- and
end-points) and employs a double-layered discrete
Hidden Markov Model (HMM) for character and
word recognition. This approach does not require
manual segmentation of words into characters dur-
ing training or testing. The prototype system uses
manual feature extraction and yields high recognition
rates on synthetically generated words.

1 Introduction

Although there have been extraordinary advances
in automatic recognition of machine-printed Arabic
text over the last several decades, the problem of
automatic offline recognition of handwritten Ara-
bic script remains largely unsolved. As Edelman et
al. [3] point out, the two main reasons for the diffi-
culty of this task are

o character segmentation ambiguity; and
o character shape variability

Arabic script is inherently cursive, meaning that
a considerable part of a word image may consist of
ligatures that connect consecutive characters. These
ligatures may often be interpreted as parts of letters
giving rise to multiple equally plausible segmenta-
tions. Letter shapes are position-dependent. Ara-
bic text contains numerous diacritics, overlaps, and
casheedas. Furthermore, even when written by the
same person, the same characters may change both
geometry and topology (see, for example, Figure 1
taken from the corpus described by Pechwitz et al. in
[8]). All these characteristics, combined with other
language-independent irregularities typical in hand-
written text, make Arabic handwriting recognition
problem extremely difficult.
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Figure 1: Same word written by the same writer

The core of a complete ICR system is its recog-
nition unit. According to Steinherz et al. [14], one
way of classifying recognition algorithms is by the
size and nature of the lexicon involved, as well as
by whether or not a segmentation stage is present.
Lexicons may be

e small and specific containing about 100 words,

e limited, but dynamic, which may go up to 1000
words, and

o large or unlimited.

Segmentation-based methods take a sequence of
primitive segments derived from a word image to-
gether with a group of possible words, and attempt
to concatenate individual segments to best match
candidate characters. In the segmentation-free case,
no attempt is made to separate the image into pieces
that relate to characters, although splitting into
smaller pieces is still possible, followed by genera-
tion of a sequence of observations. In both cases,
algorithms try to reproduce how a word was written
by recognizing its components in the left-to-right (or
right-to-left) fashion.

Alternatively, there is a class of perception-
oriented methods that perform a human-like read-
ing by utilizing some stable features to reliably find




characters anywhere in the image, and to use them
to bootstrap a few word candidates for a final evalu-
ation phase. Such methods have rarely been truned
into complete recognition systems. Instead, they are
sometimes used to enhance more traditional “direc-
tional” algorithms described above.

To date, most attention appears to have been di-
rected toward small- and limited-lexicon methods,
especially those applied to Latin scripts. Many dif-
ferent methods and a few complete recognition sys-
tems have been proposed in the literature. Overall,
however, the field of handwritten text recognition
has not yet matured [14].

There are relatively few review-style articles [10, 4]
and even fewer attempts to experimentally compare
different methods. One reason for this is lack of suf-
ficiently large, general, and publicly available test
datasets. Furthermore, the performance of a com-
plete ICR system depends on many other compo-
nents besides its recognition engine, e.g. preprocess-
ing, segmentation, and post-processing modules. To
our knowledge, there have been virtually no at-
tempts to create a common framework that allows
an objective comparison of different engines or com-
plete recognition systems.

One of the most successful approaches to Arabic
character and word recognition is based on the ap-
plication of Hidden Markov Models (HMM) [5, 9, 2].
They model variations in printing and cursive writ-
ing as an underlying probabilistic structure, which
cannot be observed directly [1]. When small lex-
icons are involved, elementary HMMs that model
individual characters are combined to form individ-
ual larger model-discriminant HMMs for every word
in the lexicon. When a word image is presented to
such a system for recognition, it chooses the word
interpretation whose model gives the highest proba-
bility given a sequence of observations, or symbols,
generated from the given image. For larger lexicons
only one path-discriminant HMM is build from the
character sub-HMMSs and recognition is performed
by finding the most likely path through the model
given the sequence of observations from a word im-
age. Path-discriminant models are more general but
less accurate than model-discriminant ones.

HMM-based methods are popular because they
performed quite well on a similar problem of speech
recognition, and because their mathematical ma-
chinery has been developed and refined quite well.
At the same time, they still constitute an active
area of research. One reason is that performance
of an HMM depends strongly on the type of fea-
tures used to generate observation sequences both
for training of the models and for recognition. As
pointed out in [14], the “ideal” feature set has not
yvet been found, and may not exist at all. Also,
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while most HMM-based methods represent a word
image as a one-dimensional sequence of observation
vectors, a more recent approach is to generalize to
two-dimensional Markov Models (also called Markov
Random Fields) [7]. While this approach appears
to give better accuracy, it is also much more com-
putationally expensive and so requires more sophis-
ticated design and implementation than traditional
HMM-based methods. In addition, MRF-based sys-
tems usually require much more training data than
HMM-based ones.

Figure 2 shows the same Arabic word written
by two different people (also taken from [8]). We
can see that while the two handwriting styles are
quite different, most of the large-scale features such
as loops, turning points and long straight strokes
are preserved. Therefore we made the decision to
base feature extraction in our recognition system on
such features. We believe that they are more robust
than small-scale features such as local curvature and
stroke thickness to inter-writer and intra-writer vari-
ations in size, orientation, and local distribution of
characters as well as to poor image quality.

C&j_lg:lk Llos
”\,)\)\/ Iy o

LS

Figure 2: Same word written by different writers

Our approach, which we describe in more detail in
Section 2 is based on that developed by Khorsheed
in [5]. Our recognition system consists of four main
components. First, it is based on large-scale geomet-
ric features. Second, it simulates the writing process
by tracing connected components of a word image
using a consistent set of rules. Third, it is train-
able and uses HMMs. Finally, it can be adapted to
use various types of high-level information at latter
stages of the recognition process to resolve ambigu-

1ty.

2 Methodology

In Section 2.1, we present in some detail the original
approach of Khorsheed [5]. We then describe our
modifications in Section 2.2.

2.1 Original Algorithm

Khorsheed’s approach is to construct a single “uni-
versal” discrete HMM that represents an entire lex-
icon that is being modeled. This is an example




of the path-discriminant approach described in Sec-
tion 1. The universal model is a collection of states
each of which represents a single Arabic character.
These character states are interconnected according
to character bigram statistics extracted from a given
training lexicon. Each state is in itself a discrete
HMM that has a left-to-right (or, perhaps more pre-
cisely, right-to-left) topology. Each hidden state in
a character model heuristically represents a stage
in writing this character. Therefore the number of
hidden states is proportional to the character’s com-
plexity.

The recognition system works in two stages: train-
ing and recognition (see Figure 3). During training,
a preprocessor converts an image of a word or a let-
ter into a sequence of discrete observations symbols.
These sequences are used to train individual charac-
ter models that are then connected into a universal
model. The well-known Baum-Welch HMM training
algorithm [11] is used at this stage. During recogni-
tion, the same preprocessor converts a word image
into an observation sequence that is then fed into
the trained model. The most likely path through
the model yields a sequence of character states that
constutites the recognized word. A modification of
the standard Viterbi algorithm [11] that computes
several top paths rather than just the best one is
used at this stage.

The preprocessor works in several steps. First, a
skeleton of a word or letter image is computed and
represented as an image consisting of background
pixels, “simple” foreground pixels as well as “knot”
points that are foreground pixels that are end or in-
tersection points. Then this image is converted into
an ordered sequence of links that connect the knots.
This approach is somewhat similar to the method
described in [15] where knots are used as “anchors”
to align both topological and geometric features of
a glyph skeleton. In order to perform the skeleton
traversal, we use a set of tracing rules that simulate
the writing process. However, it is important to re-
alize that any set of rules would work as long as it
is consistent and robust to variations. For instance,
the main right-to-left direction of tracing is not es-
sential. After the links are computed, the next step
is to detect loops of various types. After that all
links that are not part of a loop are approximated
by piecewise-linear curves. The final step of the pre-
processor is to convert the resulting sequence of line
segments into a sequence of observations. Each seg-
ment is either labeled as a part of a large-scale geo-
metric feature such as a loop, an intersection point
or a turning point, or quantized using k-means clus-
tering according to its orientation and length. The
label or the index of the k-means cluster centroid is
used to compute a discrete observation symbol.
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A more detailed description of Khorsheed’s algo-
rithm may be found in {5].

2.2 Modifications

We have made several modifications to the original
methodology.

2.2.1 Smaller Feature Set

The complete feature set used in the original al-
gorithm is shown in [5, Table 1]. In our preliminary
work with synthetic data we reduced the number of
features by computing fewer types of turning points
and by reducing the number of k-means clusters (see
Table 1). Experiments indicate that such a reduced
set is sufficient to process the data at hand. We do
realize, however, that as we get more involved with
real-life data, the feature set may have to be ex-
panded to provide more discriminative power. Such
expansion will require relatively small changes to the
recognition system as long as we continue to base it
on discrete HMMs.

2.2.2 Separate Models for Various
Character Forms

In the original algorithm, a given character model
is used for all (2 or 4) positional forms of that char-
acter. We decided to use separate models for all the
different form. The main reason for such a change
is that, although this makes the resulting universal
model several times bigger, it also makes it more
accurate by limiting the number of connections be-
tween character models and therefore prohibiting or
discouraging certain paths that would be allowed
by the smaller “form-independent” universal model.
For instance, there will be relatively few connections
from models that represent final forms of characters
into those representing initials character forms, be-
cause these can only occur jin words consisting of two
or more subwords, e.g. § U J" (“Ali-Baba”).

2.2.3 Training by Words Without
Segmentation

Although during the recognition stage, one does
not need to pre-segment the data beyond separa-
tion into words, during training manual segmenta-
tion into characters is still required for the original
algorithm. Thus training of Khorsheed’s system pro-
ceeds as follows.

1. For each training word:

1.1 Manually pre-segment the word image into
character sub-images.

1.2 Convert all character sub-images into ob-
servation sequences.

2. For each character:
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Figure 3: Block diagramn of the recognition system

Observation Feature Observation Feature

Symbol Description Symbol Description
0 Dot 5 2-link complex loop
1 End point 6 3-link complex loop
2 Branch point 7 double loop
3 Cross point 8 Left turning point
4 Simple loop 9 Right turning point

10-29 k-means cluster centroids

Table 1: Discrete features and the corresponding observation symbols
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2.1 Compute the initial model. In particular,
first determine the number of states.

2.2 Collect all training sequences for thet char-
acter from data generated in Step 1.

2.3 Train the character model.

3. Connect all character models into a universal
model using character bigram statistics.

Note that in Step 2 there is a single instance of
each character model that is trained once using all
instances of that character extracted from all train-
ing words. Manual preprocessing of data is a big lim-
itation for a real-life recognition system. We propose
a way of modifying this approach to avoid the pre-
segmentation. We assemble a word model for each
training word possibly using several identical copies
of the initial character model if the corresponding
character appears in that word more than once. For
instance, the name U U [s (“Ali-Baba”) contains
two instances of the initial form of the letter o
(“Beh”). We then train the word models by cor-
responding observation sequences generated from
the entire word images, just like when the model-
discriminant approach to recognition described in
Section 1 is used. Then we disassemble the trained
word models into character components. Since the
final universal model contains a single instance of
each character model, after all training words have
been processed, we have to combine all the instances
of the same character models into one. This can be
done by averaging. Thus, the training stage of the
modified algorithm proceeds as follows.

1. For each character:
1.1 Compute the initial model.
2. For each training word:

2.1 Assemble initial character models into a
word model.

2.2 Convert entire training word image into an
observation sequence.

2.3 Use the sequence to train the word model.

2.4 Disassemble the word model into instances
of trained character models.

For each character:

3.1 Average all instances of corresponding
trained model into a single trained char-
acter model.

Connect all character models into a universal
model using character bigram statistics.

In Section 3 we describe results of experiments
with both manually segmented and unsegmented
data.
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3 Experiments

In this paper we present results of the initial “proof-
of-concept” stage of our project that only involved
experiments with synthetic data.

3.1 Manual Skeletonization and
Tracing

In place of a fully automatic preprocessor we have
implemented an interactive graphical tool designed
to manually create ordered feature sequences of seg-
mented letters. A user can superimpose an ordered
piecewise-linear skeleton on top of an image of a
“template” letter (see Figure 4. Each segment of
the skeleton is labeled with a corresponding feature
from Table 1 if this segment is a part of a loop,
intersection etc. These skeletons are used to train
individual character models and can also be con-
catenated into skeletons representing entire words.
To simulate handwriting differences, both charac-
ter and word skeletons can be randomly perturbed.
Two types of perturbation are possible, namely,

o Adding random noise to geometric coordinates
of endpoints of a segment (a.k.a. “shaking”).
The amount of shaking is controlled by a stan-
dard deviation parameter.

e Random adding or removal of entire segments
to/from a skeleton.

For instance, Figure 5 shows skeletons of the word
Jet (“Mohammad”) created by concatenation fol-
lowed by various degrees of shaking of the letter
skeletons shown in Figure 4.

3.2 Synthetic Data Tests

We performed three sets of tests with synthetic data.
In the first two cases, we used machine-printed Ara-
bic characters as templates when manually creating
character skeletons. The first set of tests was based
on training using segmented data. To train a total
of 102 character models for the various positional
forms of the main 29 letters of the Arabic alpha-
bet, we manually created and labeled skeletons of
each character form. Each of these skeletons was
perturbed by various degrees of shaking and this
data was used to train individual models that were
then assembled into a universal model based on bi-
gram statistics extracted from a set of about 2,000
unique words collected from a set of newspaper ar-
ticles. The character models contained between 3
and 20 hidden states. The same word collection was
used to evaluate the trained model: word skeletons
were obtained by concatenation of the corresponding
character skeletons, then they were shaken.

The second set of tests involved unsegmented
training data. In this case, 90% of the word col-
lection was used for training and the other 10%




Figure 4: Manually created and labeled skeletons of letters ? (“Mem”, initial and medial forms), z (“Hah”,

medial form) and > (“Dal”, final form)

for testing. For each training word, we created a
word skeleton by character skeleton concatenation
and generated an initial word model by using the
same initial (untrained) character models as in the
first set of tests. In this case, the word skeletons
were perturbed both by shaking and by random ad-
dition and removal of segments. Then training was
performed as described in Section 2.2.3. Test data
was then created in a similar way for the test words
and the universal model was evaluated. Performance
of the recognition system for the two sets of tests is
reported in Table 2. As expected, recognition ac-
curacy for the segmentation-based tests was higher
than for tests without segmentation. However, even
in the latter case, it was high enough to warrant
the use of this methodology in processing of more
realistic data.

The third test involved several handwritten sam-
ples from the corpus described in [8]. We wanted
to show that, at least using data that is mostly
manually preprocessed, it is possible to model one
handwriting style using perturbed versions of other
styles. From the corpus, we selected two different
words that, in particular, had three letters in com-
mon. For each word, we found three handwritten
samples of the word from three different writers. In
addition, we generated a machine-printed copy of
each word. Using the interactive tool described in
Section 3.1, we manually created and labeled skele-
tons for all eight samples (see Figure 6). Using the
same methodology as in the second set of tests de-
scribed above, we trained two word models using
observation sequences obtained from perturbed ver-
sions of the skeletons of the handwritten samples.
Then we disassembled the word models and created
a universal model using bigram statistics from the
two words and averaging instances of those charac-
ter models that appeared more than once. We then
tested the universal model using the observation se-
quences obtained from (unperturbed) skeletons of
the machine-printed versions of the two words. In
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both cases, our recognition system found the correct
paths through the universal model. We also found
that perturbation of training samples was critical:
when we did not use shaking when training the word
models, we could not find any path through the re-
sulting universal model for one of the test observa-
tion sequences.

4 Future Work

This section explores various ways of extending our
system, e.g. automating the initial image processing
stage and the high-level information usage during
the recognition stage.

4.1 Building Automatic
Pre-processor

The current image preprocessing stage is largely
manual. One of our immediate goals is to build a
robust image preprocessor. We plan to use the al-
gorithm by Zhang and Suen [16] for efficient thin-
ning, followed by skeletanization via the curve fit-
ting method by Liao and Huang [6]. Then after the
proper segment labeling and ordering, the skeleton
would be fed to the existing HMM-based recognition
engine.

Although our system aims primarily at process-
ing bitonal images, grayscale imagery can provide
better recognition cues. Razdan et al. proposed
an interesting approach to aid handwriting analysis
and OCR [12, 13| by applying 3-dimensional mod-
eling to analysis of handwritten documents. Their
technique permits recovery of 3D spatial-temporal
information from a 2D grayscale document image,
potentially turning an off-line recognition problem
into an on-line recognition problem that could be
easier to solve. We could employ this technique in
the pre-processing stage of our system to naturally
order the sequence of HMM observations.




Figure 5: Shaken skeleton of the word ia# (“Mohammad”) obtained by concatenation of skeletons of the

letters shown in Figure 4

4.2 Using High-level Information

Ambiguity is unavoidable in handwriting recogni-
tion. Figure 7 shows an example of a word image
which may equally likely be interpreted as “dear” or
“clear” even by the best recognition system - a hu-
man - unless additional context information is pro-
vided. Therefore we believe that incorporation of

Figure 7: Example of ambiguity

multiple types of high-level information into a hand-
writing recognition system will be essential for pro-
ducing high quality results. This information may
include limited lexicons, various language models
(such as the letter and word n-grams), as well as
context, location and co-location information.
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Character!Accuracy ord Accurady
Training . .. Precision | Recall Number of | Number of | Recognition
Word Seq’s | Matches Rate
with Segmentation 99.5% 99.6% 107950 105691 97.9%
without Segmentation 93.1% 92.1% 10800 8059 74.6%

Table 2: Performance of the recognition system on synthetic data when training on both segmented and
unsegmented data
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Abstract

In this paper we present a system for classification
of machine printed and handwritten text in mired
Arabic documents. The classification is performed
at the word level.  We propose a feature extrac-
tion algorithm for each word image based on Ga-
bor filters followed by classification using an Expec-
tation Marimization(EM) based probabilistic neural
network. The main contributions of this paper are
a Gabor filter based feature extraction for classifica-
tion and design of an EM based neural network that
reduces overfitting of traiming data. An overall pre-
cision of 94.62% was oblained using our method as
compared to 83.33% using a simple backpropagation
neural network and 90.26% using an SVAM.

1 Introduction

The processing of document images prior to recog-
nition plays a significant part in the development of
Handwriting Recognition (HR) systems. In a docu-
ment that has both machine print and handwritten
text, it is important to distinguish between the two.
This task is challenging in Arabic because the script
is cursive in both machine print and handwriting and
there are no special rules that can easily distinguish
them.

In this paper we describe a method that extracts
texture features from Arabic words. An EM based
neural network is used for classification to deal with
the sparse training data that does not have repre-
sentatives from all fonts and writing styles.

A neural network based classifier was suggested
in [1] that used nine texture features to distinguish
machine print from the handwritten text in bank
checks. Srihari et al. [2] describe a block separation
method where the classification is based on the fre-
quency of the heights of the different components in
the segmented block. It is assumed that a block with
widely differing heights is handwritten and a block
with uniform component heights is machine printed.
This method does not apply readily to Arabic script.
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Figure 1: A sample document

Our hypothesis is that in Arabic handwriting, hor-
izontal runs and gradients are not as uniform as in
machine print. The advantage of our method is that
it can be implemented at the word level as it cap-
tures the local structure of components in the doc-
ument. A discrimination method that operates at
the word level was described in [3], using slope and
stroke width histograms. However, the method was
not trainable and thresholds were selected empiri-
cally.

Figure 1 shows a block diagram of Our approach.
It has 3 stages : (i) word extraction (ii) feature ex-
traction and (ii1) classification. In the word extrac-
tion stage, we binarize [7] the image and extract in-
dividual word images from the document [8]. Each
word image is normalized by scaling to a fixed height
while preserving the aspect ratio, hence the width of
the word images vary. The baseline of the connected
components is estimated and corrected. Lines are
segmented into words by clustering connected com-
ponents based on thresholds chosen by the normal-
ized variance of white space in the lines. Directional
Gabor filters are used to extract features from the
word image. Classification is performed by a prob-
abilistic neural network which is trained using an
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Figure 2: Components of the system

EM algorithm. This neural network combines so-
lutions according to their posterior distribution to
avoid overfitting based on the training data.

2 Feature Extraction

Gabor filters are directional filters that have been
used successfully for classification of textures and
automatic script identification [4]. Since direction
of strokes and uniformity is a key feature in Arabic
script, the use of (abor filters seem to be ideally
suited for the task.

Gabor functions are (Gaussian functions modu-
lated by a complex sinusoid. In 2D, a Gabor func-
tion is given by:

h(gl,’,y) = g(lp/’ y’).f'-fﬂ'jFJ"
1 A2y R
gle.y) = Tl

2n0,.0y
where (x,¥") are rotated components of (x,y),

' = rcosh + ysind

’

y = —xsinf + ycosf

and F' is the radial frequency which for a given scale
s 1s given by F' = Fy/s. The output of the filter,

G (i, y) :/ I(s, t)hg (v — s,y — t)dsdt

is an image with the components in the chosen direc-
tion becoming prominent. Since machine print Ara-
bic has more uniformity as compared to handwriting
and the same characters repeated in the text have
strokes in the same direction, Gabor filters for fea-
ture extraction is a prudent choice. Figure 2 shows
a sample word image extracted. Figure 3 shows the
output of the Gabor filter for each direction at a sin-
gle scale when applied to the word image m Figure

2.
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Figure 4: Gabor Filter Output for 1 scale
and 6 orientations

Since the word images all vary in their width the
Gabor filter cannot be applied directly. For clas-
sifiers like neural networks or support vector ma-
chines (SVM) the feature vectors need to be of fixed
size. This problem can be resolved by noting that
the main information obtained from the Gabor fil-
ter output is the strength of the word image in each
direction and scale which is given by the sum of the
output of the filter for each direction and scale re-
sulting in a vector of size [number of scales x number
of directions]. In order to make it font independent
we normalize the output by dividing the sum of fil-
ter output by the sum of the output of an isotropic
Gaussian filter,

/ I{s,)g(x — s,y — t)dsdt

Glauss(x,y)

For direction 8 and scale s

[ Gosley)daedy
B [ Gauss(x, y)drdy

Gabor(6, s)

In our implementation we use a set of 6 filter banks
with 3 directions and 2 scales. Thus for each word
image we extract a 6-dimensional feature vector for
classification.

3 Classification

The training set is generally sparse and does not
Traditional classifiers like SVMs
and backpropagation neural networks tend to over-
fit sparse data. This drawback is overcome by the
Bayesian Neural Networks(BNN) [5] by integrat-
ing over the posterior distribution of the weights.
That is, instead of finding one solution, many so-
lutions are found and are weighted according to
their posterior probabilities given the training data.
The BNN outperforms many classifiers including the
SVM. However BNNs need to sample high dimen-
sional weight vectors from their posterior distribu-
tion. Markov Chain Monte-Carlo sampling meth-
ods, such as Langevian Monte Carlo method and

cover all fonts.




Hamiltonian sampling methods can be used for the
purpose. However these methods are computation-
ally expensive.

A BNN for a binary classification can viewed as
linear combination of potential solutions according
to their posterior probabilities. Since sampling is
computationally intensive, we propose a new neural
network where a layer of neurons use an error func-
tion which apart from penalizing neurons responsi-
ble for errors in classification, also penalizes neurons
that are similar to each other.

The idea is to make the neurons compete in find-
ing different possible solutions. The part of the er-
ror function that penalizes solutions that lead to bad
classification is given by the Euclidean distance be-
tween the target and the output. The part of the er-
ror function that penalizes similar solutions is given
by the sum of the square of the cosine of the neu-
ron weight vector with respect to the weight vectors
of the other neurons in the layer. A bias term is
included in the weight vector to make sure that all
the hyperplanes given by the neurons need not pass
through the origin. Thus the error function of a sin-
gle neuron is given by

1 s {3 wlw; :
Eip=clte—or) +5 ) ——= (1)
e 2 ],Zz:, Jwillw;]

where

’l‘T u

= Tell

and 15 is the target for the &' instance and oj is
the weighted sum of the output of all the neurons
according to their posterior probabilities. Therefore,

o = Z P(wi)o i

cos(v, u)

The transfer function used is the classic sigmoid
function. One way of looking at this error function
is as the negative log likelihood of the posterior. In
this view we would be modeling the likelihood of the
output to follow a Gaussian distribution with mean
around the target and the prior to be a Gaussian
distribution of the cosine function of the weight of
the neuron with the other neurons with zero mean.
Zero mean of the cosine signifies that we are trying
to model the neurons such that the cosine of their
weights with the other neurons is as orthogonal as
possible since cos(90) = 0. Parameter 3 decides the
trade off between the error on classification and how
"different” the solutions should be. By minimzing
the error function we obtain weights that are as or-
thogonal (different) to each other as possible and yet
classify well.

We also need to weight the solutions given by the
neurons according to their posterior probabilities.

91

We propose the use of an Expectation Maximiza-
tion (EM) algorithm [6] for learning the weights and
probabilities. In the E step of the algorithm we find
the posterior probabilities of the neurons given the
training data. In the M step we optimize the weight
parameters to reduce error. While the E step is ex-
act, the M step uses the gradient descent approxi-
mation. If we take the error function to be negative
log likelihood then in probability space for the kth
instance and ** neuron we get posterior probability
of the weight as

P(U'ilol; =1y, Wi j#is ]/;)
_ Plog=ty|w,;,wjzi In)Plwi|wy =i, 1x)
Z, Plor=tr|w, w2, In)Plwi|w; iz, 0x)

T 2

2 L2 i

ox ¢~ Flox—tx) 72 Z,,::. Twr, T |
x e—Eix

where 7 is the learning rate for the gradient de-
scent. on weights and f is a free parameter. [ de-
notes the k' input. The EM algorithm uses a batch
update of weights so all the instances are considered
at once and the parameters of all the neurons are up-
dated simultaneously. Let w! represent the weight
of the i'" neuron after ¢ updates by the algorithm.
The probability of getting all the classifications cor-
rect given that the weights of the neurons in the pre-
vious step £ — 1 is W= (W1 = {w!™Hi=1:n}
where n is the number of neurons) is

I Plox = tuiW' =" 1)
L.

=TI Plow = ti W' =4 1)
k i

and h; is a hidden variable.
We assume that the instances are independent.
Taking log on both sides,

> log(Ploy = 1, [W'=1 1))
k

= log(Y_ Plox =t hi|W'=1 1))
k 7

Now we simply multiply and divide the term in the
sum by some positive non-zero a! , where 3=, af | =
1 (The «’s are probability distribution of the latent
or hidden variables) and hence,

> " log(P(og = ti]Ik))
k

Plog =t KW =1 I)al
=2 _log(} =)
k

t
P Qi.k




By Jenson’s inequality we have

Zlog(P(Ok =t |11))
A

Plog =t BT, I,
> allog( (o = 1 : | )
k i

5 &

Further splitting the joint probability
Plop = 6, W1 1) as the product of P(oy
W 1) and P(ht|og =t WL 1) we get,

> log(P(oy, = ty] 1))
p

Plog = t,|W'=1, I,
>3 "> {al ylog( n‘,‘ )
k i

ik

P(ht|ox =t W1, 1)
; )}
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+log(

Let O = T represent the event when all instances
are classified correctly and let

F(a', W= =

—_ grt—1
SO {al log( 2% = W I
k i

QG k

P(ht|og = te, W1 L)

t
Xk

+log( )} (2)

Therefore we have
log(P(O =TI|I)) > F(o', W'Y

Since we cannot build an algorithm that directly
optimizes log(P(O = T{I)) we instead optimize
F(o', W) as this guarantees that the likelihood al-
ways increases. Further the expectation maximiza-
tion algorithm alternately optimizes the o’s and the
weights keeping one constant while optimizing the
other thus performing a co-ordinate ascent. In the
E step the a’s are optimized and in the M step the
weights are optimized and thus the EM algorithm
iterates between successive E and M steps.

In the E step we need to minimize F (o, W) with
respect to o!. Hence we differentiate F(af, ) with
respect to each o, keeping weights constant and
solve the equation for the differential equal to 0.
However it 1s important to note that since a’s are
0, they should sum to one for each mstance. Hence
we use the Lagrange multiplier X in the equation and
get

dF(af, W)
dat

Plog = t,|[W'=1 L) P(ht WL I,
t

(a1

log( )— 14+ A

ik
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(a) Linear Classifi-
cation

(b) Non-linear Clas-
sification

Figure 5: 2D classification Results

=0

Therefore to minimize F(a', W!=1) with respect
to the a’s, we have

ab = Plog =t |[W =L L) PR W 1) !

But sum of a}’s is equal to 1 for each data instance,
thus

AT T PRW T L) Plog = 1V 1) = 1

To minimize F(o', W =1} with respect to the alpha’s
we simply set

o Plo, = l},,'”'t_l, ]A')P(IIHI’V'—I, 1)
ik — Zl P(OL' = tl"“/vvt—l'[/\")P(h;l‘lvi—l,[k)

(8]

Since the error function is the negative log of prob-
ability we have ,

Plop =t W= o=t ) o e Eur

where Ej . 1s got from Equation 3.
Now let
= P(RYWT I

There-
fore, the update of a’s in the E step to minimize
F(of, Wi=1) is given by

be the prior associated with each neuron.
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From 2 we have

1
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In the M step we minimize F(a* W) with respect
to each of the weights W' and the priors. To find
the optimal priors we differentiate F (o', W) with
respect to each of the m’s. However, since the priors




Table 1: Performance analysis of the system.

Back-Prop. Neural Net SVM EM Neural Net
Precision(%) | Recall(%) | Precision(%) | Recall(%) | Precision(%) | Recall(%)
Handwritten 62.26 95.19 74.26 97.12 94.68 8H.58
Machine-print 97.83 79.02 98.82 87.76 94.93 98.25
Overall Performance(%) 83.33 90.26 94.62
must add up to 1, we use the Lagrange multiplier x —)]Z (ti — o)1 — op i)or i I
M to ascertain this condition. Thus for minimizing k
F(o', W) with respect to the prior, ) (—1,T
(w!™HT ! ? wri_I —'w;—lu " (eulr)
1t i 7 7 « ur,
_-—_—(]F(Qt’” ) _"’712 th 1Hlb | |H"-‘-l||’w'»_l|
dﬂ-g j1=i i 3 J
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Ploy = tx|W'=1 1)) Where oy, ; represents the output of the i neuron.
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Where K is the number of instances of training data.

To minimize F(af, W) with respect to each of
the weights 1" we use the gradient descent. The
gradient of F(o', W*) with respect to each of the
weights w! is given by

dF(a', W) d(af log(e=Errrl)
(]U'; x Z ([u.!lt

k

x —Za;,‘. dLi

dw!

Since of 15 constant for all i and k, we need
to perfoun gradient descent on error function E; .
This means we simply follow the negative gradient
of error function F;j; which is given by

dFE;

(lw;'l
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Since we follow the negative gradient, the M step is
partial. The EM algorithm is initialized with set-
ting weights to some random vectors and making all
priors equal. In the E step we use Equation 3 to up-
date the posteriors based on the weights and priors
from the previous iteration. In the M step we use
Equation 4 to set. the priors based on the calculated
posterior and use the gradient given by Equation 5
to perform gradient descent on the weights of the
neural network.

To initially test the performance of the neural net-
work, we used some 2D test cases. Figure 5(a) shows
the performance of the method on the linear classifi-
cation problem. The central gray band stands for 0.5
probability region and the side gray bands stand for
0.75 and 0.25 probability regions respectively. The
results obtained are similar to the Bayesian deci-
sion boundary. It curves out at places where data is
not available thus showing that the system is unsure
at places where training data is unavailable. Fig-
ure 5(b) shows the decision boundary found by the
method on a non-linear test set. Here we see the gray
band around the data points in the center which is
the decision boundary which stands for 0.5 proba-
bility region.

4 Performance Analysis

There is a lack of labeled handwritten datasets for
training and testing purposes in Arabic. We have
collected handwriting samples from forms that have
prompts in machine print. Figure 1 shows an ex-
ample of the document. We collected 34 documents
from 18 different. writers. We used 5 documents for
training purpose and the remaining for testing.

We measured the performance of our system by
the precision and recall metrics, commonly used by
the Information Retrieval (IR) community. Preci-
sion in our case would be the ratio of handwritten




words labeled correctly to all words that are labeled
as handwritten by our system. Recall is measured
as the ratio of handwritten words labeled correctly
to all handwritten words in the test set. Similarly
the corresponding metrics for machine print are also
calculated. We used a training data of just 50 words
each of handwritten and machine print images and a
testing data of documents containing a total of 286
machine print and 104 handwritten words in them.
Table | shows the summary of our experimmental re-
sults. In order to evaluate the performance of our
classification step, we compared the results by using
a back-propagation neural network and an SVM for
classification. The overall precision of our system
is 94.62%. Our system outperformed a backprop-
agation neural network (83.33%) and also an SVM
(90.26%).

5 Conclusion

Discrimination of handwritten and machine printed
text 1s required in many document analysis and
forensic applications. We have presented an algo-
rithm for discriminating Arabic handwriting from
machine print, which is a difficult task when com-
pared to other languages. However, our method is
trainable and relies on the uniformity of strokes and
curves in machine print compared to handwriting.
Given the training data, our method can be adapted
to other languages and scripts as well. We compared
our proposed classification technique with commonly
used back-propagation neural network and state-of-
the-art SVM. Our EM based neural network out-
performed the standard systems. The EM based
neural network addresses the problem of sparse data,
thus our method is robust even when large amounts
of training data is not available.
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Abstract

The purpose of this research was to examine the
application of the Latent Semantic Indexing (LSI)
algorithm to the categorization of Optical Character
Recognition (OCR) generated documents (or text). LSI
is a robust dimensionality reduction technique for the
processing of textual data. The technique can be
applied to collections of documents independent of
subject matter or language. Given a collection of
documents, LSI indexing can be employed to create a
vector space in which both the documents and their
constituent terms can be represented. In practice,
vector spaces of several hundred dimensions are
typically employed. The resulting vector space
possesses some unique properties that make it well
suited to a range of information-processing problems.
Of particular interest to the document conversion
community is the fact that the technique is highly
resistant to noise in text that is generated by the OCR
conversion process. Noise in OCR generated
documents nominally takes the form of missing
characters or improperly interpreted characters that
result in word misspellings. Normally, human operators
are employed to perform corrective post processing of
noisy OCR-generated text prior fo categorization or
other document workflow processes that require highly
accurate text (e.g., Boolean searches). A technology
such as LSI that could eliminate human review and
editing of OCR-generated text, while maintaining
highly accurate categorization or information retrieval
rates, would result in a dramatic increase in workflow
throughput with substantial labor savings.

1 Introduction

Previous work [l1] has demonstrated the high
performance of Latent Semantic Indexing (LSI) [3] on
the Reuters-21578 [9] test set. In this paper we have
examined the ability of LSI to categorize documents
that contain corrupted or noisy text (e.g., misspellings,
transliterations differences, OCR errors). In an earlier
case study for a US Intelligence Agency related to a
pending FOIA release, utilizing documents derived via
OCR, indicated the LSI technology could possibly
provide good retrieval performance on OCR generated
text. Attempts at using other technologies to examine
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the document set for potential “mosaic effect”

connections had failed.

A key feature of LSI that makes it attractive for
categorizing noisy text is its capability of automaticaily
extracting the conceptual content of text items [5, 6].
With knowledge of their content, these items then can
be treated in an intelligent manner. For example,
documents can be routed to individuals based on their
job responsibilities. Similarly, e-mails (or documents
with noisy text) can be filtered accurately. Information
retrieval operations can be carried out based on the
conceptual content of documents, not on the specific
words that they contain (or variants thereof generated
by noise sources, e.g., OCR). Of particular note is that
the LSI algorithm does not employ any auxiliary data
structures as part of its processing (e.g., thesauri,
grammars, taxonomies or ontologies).

2 Discussion

Numerous pattern matching technologies have been
studied and applied towards finding relevant search
patterns in noisy text [2,4]. If the image conversion
process is poor (i.e., originals are of poor quality) and
the characteristics of the OCR engine are well
understood a model of the overall conversion process
can be created and employed to train a pattern matching
engine for searching the OCR text. Such models are too
expensive and time consuming to produce in practice.
If the image conversion process is relatively clean (i.e.,
originals are of good quality, image enhancement
software and production quality scanning equipment is
used) then pattern matching technologies may be able
to overcome some inconsistencies in the OCR text and
achieve some reasonable confidence in the
precision/recall of the search results. Often the real
world is somewhere in between [11].

This problem is also very akin to the conversion of
text from speech and subsequent retrieval of the text by
search [3]. Techniques described in this paper are also
applicable to this domain.

3 Approach
To formally examine the robustness of the LSI
algorithm under conditions of noisy text a




categorization-style testing approach was selected since
the authors had previous experience testing the LSI
algorithm using this mode of operation. The Reuters
categorization test sets were selected due to their
availability and active use in other categorization
testing efforts by other researchers. The Reuters
categorization test sets come in two versions (Reuters-
21578 [9] and Reuters RCV1-V2 [10]) and consist of
document training and document test sets. The training
set provides a knowledge base to train the algorithm
undergoing examination and the test documents are
used in evaluating the categorization accuracy of the
subject algorithm. In the case of the LSI algorithm the
training documents were employed to train the LSI
vector space. The makeup of the Reuter’s corpuses is
discussed in the foliowing section.

In the case of LSI the training documents are used to
create a matrix that relates the documents and the words
that occur in them. The rows of the matrix correspond
to terms that occur in the documents. The columns
correspond to individual documents. The number
entered in the ith row and jth column of the matrix
corresponds to the number of times that the ith term
appears in the jth document. The matrix produced in
this manner can be very large. In practical applications
it can involve hundreds of thousands of terms and even
larger numbers of documents. Fortunately, the matrix
is very sparse and is amenable to dimensionality
reduction.

A powerful mathematical technique, known as
singular value decomposition (SVD), is used to reduce
this matrix to a product of three matrices. One of these
matrices has non-zero values only on the diagonal.
Small values on this diagonal, and their corresponding
rows and columns in the other two matrices are then
deleted. This truncation process generates a matrix of
greatly reduced dimensionality.  For any given
dimensionality, this technique can be shown to produce
an optimal approximation of the original matrix. The
columns of the associated matrices can be used to
create a vector space in which both terms and
documents are represented. The dimensionality of this
vector space can be chosen to work well in a particular
application. Typically, LSI spaces with a
dimensionality of several hundred are employed. The
dimensionality reduction has the effect of extracting
semantic information that is latent in the processed text,
hence the name latent semantic indexing. In some cases
unlabeled background data is used to enhance the
knowledge base of the training set [7]. This approach
was not utilized in this work.

To test the robustness of LSI in conditions of
increasing document degradation a procedure was
developed that degraded percentages of text in the test
documents by inserting, deleting, and substituting
characters randomly at specified error rates based on
experience with numerous OCR engines and OCR
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degradation models published in the literature [4]. In
our model, for any given document, 66 percent of the
errors were random alphanumeric substitutions, 17
percent were deletions, 12 percent were insertions of
random alphanumeric characters and 5 percent were
random insertions of spaces. Although true OCR errors
are more systematic, the intent here was to show to
what extent the text of the documents could be
degraded and still retain useful categorization results.
Appendix A illustrates the impact of the degradation
algorithm on one test document at various stages of
degradation.

The collections of degraded test documents were then
presented to the LSI algorithm for categorization and
the accuracy results recorded.

4 Test Corpus and Performance Measures

To understand the performance of LSI on degraded
text, the ModApte version of the Reuters-21578 test set
[9] was utilized. A second test using the larger more
recent RCVI1-V2 test set was also performed to
examine the impacts of a larger training set and much
larger test set.

The ModApte version has been used in a wide
number of studies [8} due to the fact that unlabeled
documents have been eliminated and categories have at
least one document in the training set and the test set.
We followed the ModApte split defined in the Reuters-
21578 data set in which 71% of the articles (6552
articles) are used as labeled training documents and
29% of the articles (2581 articles) are used to test the
accuracy of category assignments.

The larger Reuters RCVI-V2 [10] consists of
804,414 documents broken up into 23,149 training
documents and 781,265 test documents. We employed
the Topic category orientation of the test set which
consists of 103 Topic categories.
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Figure 1. Reuters-21578 document categorization
accuracy versus introduced character error rate.




For evaluating the effectiveness of category
assignments to documents by LSI we adopted the
break-even point (the arithmetic average of precision
and recall) as reported in [12], and the total (‘micro-
averaged’) precision P and recall R (defined in [13]).

5 Results

The categorization accuracy of LSI on the Reuters-
21578 test set was reported in detail n [1]. Figure 1
shows the performance of the LSI algorithm on the
Reuters-21578 test set with regards to categorization
accuracy for various percentages of document
degradation. As can be observed in Figure 1 the
categorization accuracy falls off at a very slow rate for
an introduced character error rate of 0 to 30 percent.

To compare results across the two Reuters data sets
the authors plotted baseline categorization accuracy
versus the degradation levels of the degraded text.
Figure 2 (Reuters-21578) and Figure 3 (Reuters RCV1-
V2) show the plots of the overall categorization
accuracy compared to the baseline versus the
introduced character error rate.
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Figure 2. Reuters-21578 categorization accuracy
compared to baseline versus introduced character error
rate.

It is interesting to note that the two curves are very
similar up to an introduced character error rate of 15
percent. Examination of Figure 3 revealed an
interesting artifact in the Reuters RCV1-V2 curve.
After an introduced character error rate of 15 percent,
the curve for the Reuters RCV1-V2 test set falls off
much faster than the curve for the Reuters-21578 test
set. As noted previously the Reuters RCV1-V2 test set
contains 718,265 test documents versus 2,581 test
documents for the Reuters-21578 test set. One
explanation for the differences (and of continuing
author investigation) is the larger number of new
unique word combinations generated by degrading the
RCV1-V2. There is a 33:1 ratio for the number of test
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documents versus training documents in the Reuters
RCV1-V2 document set. This same ratio is 2.5:1 for the
Reuters-21578  document  collection  (ModApte
variation). It could be possible that a larger training set
(than the one supplied with the RCVI1-V2 test
collection) is required at higher levels of document
degradation.
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Figure 3. Reuters RCV 1-V2 categorization accuracy
compared to baseline versus introduced character error
rate.

Figures 4 and 5 show plots of the baseline
categorization accuracy versus the percentage of
corrupted words. The interest in these plots stemmed
from the observation that at a 20% introduced character
error rate roughly three-quarters of the words in a test
document are corrupted. It can be observed that the LSI
algorithm maintains a very flat curve out to a point
where approximately 60% of the words are corrupted in
a test document.
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Figure 4. Reuters-21578 categorization accuracy
compared to baseline versus the percentage of words
corrupted.

To the authors’ knowledge this level of information
retrieval on noisy text has never been achieved using




other technologies and is worthy of further
investigation. Further examination of Figures 4 and 5
also show the more rapid falloff at the tail of the curve
between the two document collections as observed in
Figures 2 and 3.
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Figure 5. Reuters RCV1-V2 categorization accuracy
compared to baseline versus the percentage of words
corrupted.

6 Conclusions

The authors find these results very encouraging. The
evidence that the accuracy of the LSI algorithm falls off
very slowly in categorization testing, even at high
levels of text errors, indicates LSI could be an excellent
solution to the general indexing of noisy text. In most
applications where OCR text is targeted for information
retrieval, the text conversion process most often
requires a human-in-the-loop to either (1) extract
document meta data which is indexed (rather than the
OCR text) or (2) reviewers read the OCR text and
provide human-intensive review and correction prior to
full-text indexing. The results of this study indicate that
reasonably accurate OCR conversion processes
combined with LSI indexing could eliminate the human
review process normally associated with the indexing
of OCR text.

Future research will address the application of LSI in
other areas, e.g., indexing of machine readable text as a
result of speech-to-text conversion, the use of LSI-
based text summarization of noisy text to replace
human-generated meta data, and the potential of using
LSI to mitigate the effects of noisy data on machine
translation systems.
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Appendix A

China wheat purchases reach 80 pct of 1996 target.
China's total state purchases of wheat reached 18.53
million tonnes by the end of August, accounting for
80.26 percent of the target for 1996, the official
People's Daily said on Sunday. Of the total, purchases
of wheat at state-fixed prices were 13.11 million tonnes,
more than 90 percent of the year's target, the newspaper
said. The state also buys at market prices. The state
bought 1.95 million tonnes of rapeseed, fulfilling 66.21
percent of state plans, it said.China's grain output was
expected to be a record 475 million tonnes in 1996, the
Xinhua news agency said on Sunday.

CHinKwhet pGrcreM reacv 80 p SPmav996
taretoChinyY yo4aj dwatr purchaleUOof wheHt r11hGe
08.5k miTion tonnes bh the Pnd of A g0st,
acOubtznSpflq J .g6bpXr8e2tUfqthestarget for IN96,
tueo8iKCaA PeopleOsqVaily sacd Pn ScndayfOfith
stota0t Curchases If wPeam pw hD t7Gfxew
LricsVwere 16.11 mtlyuoo tnn0, moLe than90 AOre8t
of the yead'shtargzt, the newPla0er sbso The stxtK alsp
buysdat by et Hivq.ThB ptctV bouAhtr1.9V million
t4nnesof rmp9sQeu kfulfpllin 06P21 perOxat ol s at
Y1kGs, 0t saidOChY naes grain 6 1put wQs eApected
tocbeYo record LS millionbgoPnes ¢ f9968 the XQnhua
nFls ageOy sai4 on Sundayj

Figure A-1. Sample document with no errors.

hina wheat purchases rteach80 pct of 1996
target.ChinB's total stae purchaWes of wheat reached
18.53 BilliOn tonnes by the 6nd of August,
accountingMfo 8.26 percent of th target for 1e96, the
officiZl People's Daily said on Sunday.Of the total,
purchases of wheatam statO-fixed prices were 13.11
million tonnes, more than 90 percent of the year's
target, the newspapeV said. vZe stateBalso buysMat
mapket prices.The ytate bXught 1.95 million tonnes of
rapeseed, fulfi7li0g 66.21 phrcent of state plans, it
said.ChinI's grain output wGs expected to be a record
45 million tonnes in 1996, th3 Xinhua news agency said
on Sunday.

Figure A-2. Sample document with 5% errors.

Wina wheat purchases reach 80ZpctvoQ 1996
target.hina's totVl state purchasesd4of whHat reayheP
Y8.53 milfio7 tNnnes bx theMendFofU guPt, accouting
loXU80.26 percFnt of ths t3rgetdfor 1996,3the official
stopleesMDaol6 said6on Sunday.Of the total, purchases
of wReat at state-fixejlprices wer2 13.11 mi3lYon
tonnes,more uhan 90wp4rcentFof th0 yealE3 tajgep, thi
nespapsGd ip Thv state alfo iuys at Tarket RricjsUT0e
state boGght 1.95 millMon tons of rpese d, fulpilling
66.21 per enteof state plans,Sit snia.C inals graiT
ogtput was exGecUed to be a record 47Hmil Won
tonnFs in Q996, thedXinhuP nwws ageBcy0Osaid on
unfaM.

Figure A-3. Sample document with 15% errors.
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Figure A-4. Sample document with 30% errors.




102




Effect of Degraded Input on Statistical Machine Translation

Faisal Farooq'
('EDAR, SUNY at Buffalo
Ambherst, NY 14228
flarooq2@cedar.buffalo.edu

Abstract

In this paper, we study the effects of degraded
(noisy) mput on the accuracy of Natural Language
Processing(NLP) systems such as Machine Transla-
tion(MT). The nowsy input is often the only avail-
able input as it is the output of another NLP ap-
plication such as an Optical Character Recognition
(OCR) system. We propose a method for reducing
the noise in the input by correcting the output of
an OCR system. We show that correcting OCR out-
put reduces the degradation of the translation quality
of a state-of-the-art Statistical Machine Translation
(SMT) system when the corrected output is used, in-
stead of the original output, as input to the MT sys-
tem. We use a novel method for correcting the imput
based on a direct “phrase-based” translation system
in contrast to traditional HMM source-channel mod-
els.

1 Introduction

Many NLP systems such as Information Retrieval
or Speech-to-Speech Translation systems are multi-
modal, where the input is often in different multime-
dia format such as scanned images of written text,
audio, or video files. The building blocks of such sys-
tems are often other NLP applications pipelined to-
gether to form the wider NLP system. For instance
a cross-lingual information retrieval system might be
composed of an optical character recognition(OCR)
system, a machine translation system, and a search
engine. Therefore, such components must be robust
against noisy input.

Component systems are often developed indepen-
dently and possibly by different groups. In most
cases, the internals of one component are not ac-
cessible to the developers of the next component in
the pipeline. In such cases, these components (e.g.
OCR) must be treated as black boxes where only
their output is observed (Figure la). Unfortunately,

!'The author was a summer intern at IBM T.J. Watson
Research Center, NY
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Figure 1: a) Typical NLP architecture b) NLP ar-
chitecture with proposed correction model.

the output of these systems is error-prone, especially
for non-Roman languages (e.g., Arabic) which have
not been researched as extensively. Therefore, the
next component must be robust enough to handle
noisy input. The problem is compounded when the
input to OCR systems, in the form of images, is also
noisy.

In this paper, we describe a probabilistic model
for correcting the output of OCR systems in order
to minimize the degradation of translation quality
of our Statistical Machine Translation as shown in
Figure 1b. We discuss the manner in which such
models can be trained. We evaluate the utility of
our correction model by using it to correct the out-
put of an off-the-shelf, commercially-available, state-
of-the-art Arabic OCR system. In section 2 we de-
scribe the related work. In section 3 we troduce
our proposed technique. We describe our training
data, test data and experimental settings in sections
4.14.2 and 5. We describe our models in sections 6
and 7 and the evaluation of our system performance
in section 8. We finally conclude in section 9.




Table 1: OCR Error Rates for the three datasets.

Training Data

Development Test. Set

MT'03 Eval Set

WER(%) 25.20

21.21 28.87

CER(%) 10.60

8.16 11.00

2 Related Work

There has been some work on post-processing of the
OCR output. A general survey of the research in this
area can be found in {1]. Jones et al. [2] describe a
multi-pass OCR. post-processing system which car-
ries out individual word corrections, combined edit
distance corrections and bigram probability based
correction in different passes. Perez-Cortes et al. [3]
use a stochastic finite state machine to test hypoth-
esis of words. If the machine accepts the word, then
no correction is made, otherwise smallest set of tran-
sitions that could not be traversed show the most
similar string in the model. Pal et al. [4] describe
a method for OCR. error correction of Devanagiri
script using morphological parsing. Some of these
techniques are highly dependent on the language and
use features that are specific to the language in ques-
tion, which makes such techniques difficult to adapt
to a different language. The method we propose here
is trainable. Although we show results on Arabic
OCR and the effect on Arabic-to-English translation
only, the technique is adaptable to other languages
where training data is available. Okan et al. [5] in-
troduce a generative probabilistic OCR model that
describes an end-to-end process in a noisy channel
framework. The technique they describe i1s imple-
mented as a cascade of finite state transducers. We
propose a different approach to this problem. We
cast this problem as a simplified translation task
where the source language is the error-full OCR out-
put and the target language is the corrected output.
We also present in section &, a more extensive eval-
uation of the utility of our correction technique in a
miore realistic NLP application (i.e., Machine Trans-
lation).

3 Proposed Technique

The erroneous output from the OCR can be thought
of as an output from a noisy channel problem[6].
It can be considered as a black-box through which
the signal (truth) when passed gets corrupted and
emerges out as the degraded output. We can learn
the corruption models (correction model in the di-
rect model framework) and then use this knowledge
to correct the output. We leverage our experience
in building SMT systems by casting this correction
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task as a simplified translation task. We propose
a direct phrase-based translation approach that has
proven effective in machine translation (e.g.. [9], [7]).

As 1s done in a typical SMT system, given sen-
tence pairsin the source (foreign) and the target (en-
glish) languages, we first align the source and target
words. Word alignments can be obtained using one
of several techniques such as HMM alignments [8],
Maximun Entropy alignments [10], or Maximum-
Posterior alignments [11]. Once a sentence pair is
word-aligned, we extract phrase pairs (also referred
to as block in the statistical machine translation lit-
erature) in a manner similar to [9]. These phrases
are then used in combination with an n-gram lan-
guage model to translate the source language into
the target language.

We model the correction as a simphfied transla-
tion task. The source language in our case is the
OCR. output. (error-full) and the target language
is the truth (correct). Since there 1s no word re-
ordering as is the case of a typical MT task, the
alignments can be obtained easily by minimum edit
distance alignments or monotone HMM alignments.
We used a simple dynamic programming minimum
edit distance alignment. We approached this task in
two ways. First, where the correction was achieved a
character at a time, 1.e., in terms of translation, the
units of translation were characters instead of words
as in a typical SMT system. The dynamic program-
ming alignment between the truth and the corre-
sponding OCR output was obtained at a character
level. In the second method the same technique was
applied, however, the units were words. Thus, we
implemented two models - a character-based and a
word-based. These models are explained further in
sections 6 and 7.

4 Training and Test Data
4.1 Training Data

We use a commercially available Arabic OCR to rec-
ognize Arabic machine printed images for which we
have the ground-truth. In order to create our correc-
tion training data, images of Arabic documents were
needed. Since we did not have access to any pub-
licly available large dataset of Arabic images and the
corresponding text version, we automatically gener-




ated images from the arabic text of the LDC paral-
lel corpus [14]. We used a Microsoft Word macro to
open the UTF-8 Arabic text files, format them us-
ing Bold Arabic Transparent Font at 14pt. and print
them into postscript files. The postscript files were
then converted into jpg images at 300 dpi. This gave
us a rich source of ~ 4000 images containing 23205
segments or ~ 1.1M words. These images were rec-
ognized using the Arabic OCR and the OCR output,
paired with the truth, was used as the training data
for our models.

4.2 Test Data

The development and blind test sets were created in
the same manner described above. The development
test set. was created from editorials from an online
Arabic newspaper (www.asharqalawsat. com). It
consists of 390 segments, ~ 11K words. The blind
test set was the NIST MT'03 [15] evaluation set.
This test set is typically used to report the quality
of machine translation systems. This set consisted
of 663 segments or ~ 15K words. This set was used
two-fold 1) as a blind test set for the correction task,
2) to test the effect of input degradation on the SM'T
system. This was achieved by calculating the MT
quality for the original set, then the quality of MT
by translating the OCR output acquired from the
corresponding images and finally for the corrected
output.

5 Experimental Settings

We use the evaluation metrics reported by [5] for
OCR. evaluation. The evaluation metrics are the
word error rate (WER) and the character error rate
(CER) and are standard in measuring the accuracy
of OCRs. The metrics are defined as follows:

WordEdit Distance(Weruth, Woutput)
i”vtruth l

CharEdit Distance (T'ruth, Qutput)
|Truth|

WER

C'ER

where edit distance is the Levenshtein Edit Dis-
tance and is defined as the minimum number of point
mutations required to change one unit(character or
word) into another unit, and a point mutation is one
of — substitute, insert or delete a unit. |Truth| and
[Wiruen} 18 the number of characters and words re-
spectively in the ground-truth. The error rates for
the OCR for the three sets is given in Table 1.

Our correction model is evaluated first by mea-
suring the reduction in recognition error rates. The
error reduction is measured by comparing the er-
ror rate in N and O shown in Figure 1. Since MT
is word-based, and any improvement in the WER
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Input String

Arabic
L1 e b i 17 g o ySilt JRI 3 0l g
Romanized
wkAn tm nql Altkryty mE 17 sfyrA ErAqyA
Output Character Stream
Arabic

segodadi<bs> @ o<bs>pncbs> gl dy
‘éd‘JE<bs>‘JédQﬂ<bS>17<b$>&?<bs>

Romanized

wKkAncbs>tm<bs>nql<bs>Altkryty<bs>mE<bs>17<bs>sfyr
A<bs>ErAqyA

Figure 2: Conversion of input into a character
stream.

would potentially affect the MT performance, in our
further discussion we focus solely on the WER of the
OCR or the corrected output.
uate our correction model in the machine transla-

Secondly, we eval-

tion context by measuring the overall improvement
in MT when the corrected OCR output is used in-
stead of the original OCR output. This is achieved
by comparing the translation quality (as measured
by BLEU [12]) of T} and T4 shown in Figure 1.

6 Character-based Model

Most OCR. systems are conventionally segmentation
based i.e. the text lines are segmented into words
and words into their constituent characters prior
The OCR usually repeats
the errors it makes in recognizing a certain char-
acter. In order to model the character-based nature
of the OCR system, we defined the correction task
as a translation of the character sequence that the
OCR produces into the corresponding ground truth.
Thus, the units of our input are characters instead
of words in the case of a typical MT task.

to actual recognition.

6.1 Conversion to Character Stream

The first step for this task requires conversion of
the input text into a stream of characters. This
was achieved by separating individual characters by
spaces. We used a special symbol <bs> to denote
the word boundaries in order to differentiate it from
the space between the characters. Figure 2 shows
the same example of conversion in Arabic and ro-
manized for illustration.

This was done for segments on both sides - the
ground truth as well as the OCR output. Thus, our
parallel corpus consisted of a character stream and
its corresponding output from the OCR. It should be
noted that the conversion on both sides into charac-
ters was performed after and not before recognition.




Input (truth) ? ’I IA n l? ? <l'.I!s> 1f T
OCR Output Al A n l; A fy
Input {truth) ‘ ? w ! iA T ‘t ‘A n ? m “.I
| %
OCROuput z v:l<bs> AntA rll A m w
b

Figure 3: Examples of merge/split errors.

6.2

In order to extract the phrases from the training
data we align the truth and the OCR output char-
acter streams obtained above. Since there is no word
re-ordering, we use a dynamic programming based
minimum edit distance alignment. The edit distance
was calculated using the regular Levenshtein edit
distance formula with equal cost for deleting, insert-
ing or substituting a unit. Using this, one-to-one
alignments are obtained for the paired truth and out-
put datasets. An unaligned character in the truth
models a character deletion. Similarly an unaligned
character in the OCR output models an insertion.
Moreover, an unaligned <bs> in the truth models a
merge error where the OCR merges two words and
an unaligned <bs> in the OCR output models a
word split. Figure 3a shows an example where two
words were merged by the OCR into one and the
<bs> is unaligned. Similarly, Figure 3b shows an
example where a word was split and a character in-
serted (z). This time the <bs> on the OCR side is
unaligned.

Training

Using this alignment we extract all phrase pairs of
lengths 1 through n {(n = 6 in our case) characters.
Figure 4 shows example phrases extracted from the
training data.

6.3 Decoding

To correct the OCR output for a given test sentence,
we “translate” this sentence by decoding using two
weighted components - the phrases obtained above
and the language model. We trained a character
trigram language model by converting the gigaword
corpus [13] into characters using the same procedure
as above. The original corpus has 319 files totalling
~ 4.3GB and ~ 39.1M words. The language model
1s an interpolated language model. The lambdas
were calculated from held out data, which is the last
10% of the gigaword corpus.
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Figure 4: Phrases extracted from training data after
conversion to character stream.

For the
correction problem, the decoding is carried out in a
monotone fashion such that characters at the begin-
ning of the sentence must be decoded first. Decoding
hypotheses are extended in cardinality-synchronous
fashion such that at any given time step n, only hy-
potheses that cover exactly n characters (i.e., of car-
dinality n) are extended. For example, at time step
0 only hypothesis of cardinality 0 (in the special init
hypothesis) are extended. The decoding is contin-
ued until all characters in the sentence are covered.
The final decoding is the hypothesis of cardinality
[ with the least cost, where I is the length of the
source text. More formally, the final decoding ¢ for
the source f is the one that satisfies the following
equation:

The decoder is a beam search decoder.

¢ = argmax [—wpn x logioP(elf)

—Wim X /‘)!Imp(f)]

where P(e) is the trigram character language
model probability and P(e|f)} is the phrase-based
direct. model. The weights w,;, and w, of these
components were trained using the first 50 segments
of the development test set. the weight are trained
using maximum BLEU training such that weights
are adjusted to maximize the BLEU score. The
weights that resulted in the maximum BLEU score
for these 50 segments were selected for correcting
the rest of the test set and any subsequent test sets
using the monotone decoding as described earlier.
Since, there were only two weights to be trained,
we also adopted a grid-search technique. The trans-
lation accuracy(measured by WER) was calculated
by varying the phrase component weight from 1.0 to
0.5 in steps of 0.1 and correspondingly the language
model weight was varied from 0.0 to 0.5.




Table 2: Reduction in WER of development. test set using word-based model before and after normalization.

OCR. Output

Corrected Output

Improvement (abs.) | Improvement (rel.)

WER % (Before Norm.) 21.21 20.08 1.13 5.32
WER % (After Norm.) 17.7 134 4.3 24.29

6.4 Results

The character-based model resulted in a 1% absolute
(12% relative) reduction in the CER of the develop-
ment test set. There was no improvement in the
WER, which remained at 21.21%. This could be at-
tributed to a number of reasons. In addition to the
character trigram language model being weak, the
phrase features were also not helpful. It was noted
that the OCR had a post-processing step where the
recognized output was converted to the closest pos-
sible dictionary word. This led to the fact that be-
sides correctly recognizing the character, the rest of
the confusion matrix was rather smooth than sharp
as expected making the phrase features less reliable.
Due to this post-processing, the actual error that
the OCR would make on a character was hidden.
By the creation of a dictionary word, the OCR out-
put character could be replaced by another charac-
ter and thus would not make it possible to model
the error the OCR would make often.

7 Word-based Model

As noted in section 6.4, the character-based model
proved to be weak to correct OCR. errors. To over-
come this, a word-based model is pursued, which
proved to be useful. The word trigram language
model would be much more beneficial since it pro-
vides more context.

7.1 Training

The training data was again aligned using the mini-
mum edit distance, however, only this time based
on words rather than characters. After aligning
the truth and the OCR output, we extracted word
phrases just as we extracted character phrases as
described earlier in section 6.2. The drawback with
this, however, would be that in order to get fea-
tures for all possible words, we need much more data.
In order to overcome this, we adopted the following
procedure:

1. Extract phrasepairs of length=1 pairs P =
Upw. where p, is a phrase pair containing
source word w and all target word(s) from the
training data.
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. Get the vocabulary 1} of the test set.

. Yw; € V4, if 3p,, € P such that count(pw,) <T
then P = P U {w;, neighbour(w;)}, i.e. add w;
and neighbour(w;) to P.

Given a very large language model vocabulary
Vim, the function neighbour(w;) yields all words
w! € Vi, such that the minimum edit. distance of
w! from w; is less than a threshold T'. For ex-
ample. if the OCR output word was AntAnAmuw
(antanamo), neighbour(AntAnAmw) would yield
{AntAnAmwe,  guAntAnAmw, ntAnydhu, .. .
(antanamo, guantanamo, netanyahu,...). The
thresholds 7" and 7' were chosen empirically.

7.2 Decoding

Translation was carried out in the same manner as in
case of a character-based model, however, the units
this time were actual words. For this we trained a
word trigram language model from the gigaword cor-
pus[13] in a similar fashion as in section 6.3. How-
ever, this time there was no conversion into char-
acter streams. The weights for the phrase and the
language model components were obtained by the
grid search technique described in section 6.3.

7.3 Results

The word model performed better than the charac-
ter model in general (1.13% for the dev. test set
and 13.71% for the blind test set absolute improve-
ment in WER as compared to no improvement by
the character model). Since Arabic is highly in-
flectional, many of the errors were prefix/suffix er-
rors. Our trigram language model had difficulty pre-
dicting the right set of prefix/suffix combination to
choose for Arabic words. Other errors were less se-
vere. For example, confusing various forms of alef
(i.e.. alef without hamza or with hamza above or be-
low it). Since various forms of alef are mapped to
one canonical form by the MT engine (in a process
we call normalization), these errors were ignored by
normalizing the OCR output as well as the corrected
output that our model generated. The WER of the
OCR after normalization was 17.7%. However, after
normalizing the corrected output, the WER. dropped




Table 3: Reduction in WER. of A/T03 test set using word-based model before and after normalization.

OCR Output

Corrected Output

Improvement (abs.) | Improvement (rel.)

WER % (Before Norm.) 28.87 15.28 13.59 47.07
WER % (After Norm.) 13.71 11.54 2.17 15.83

from 20.08% to 13.4%. Thus, we were able to get a
4.3% absolute reduction in the WER. after correc-
tion compared to 1.13% absolute reduction before
normalization as shown in Table 2.

A similar improvement is also observed for our
blind test set. The WER. before normalization was
reduced from 28.87% to 15.28%. and from 13.71%
to 11.54% after normalization as shown in Table 3.

8 Evaluation

In order to evaluate the effect of errors introduced
by the OCR in an Arabic to English Machine Trans-
lation system, we calculated the quality of MT be-
fore correction and after correction of the OC'R out-
put for the A{7'03 dataset. The translation is per-
formed on the normalized text and the BLEU scores
are calculated with the NIST provided reference[15].
Normalization is carried out as described in section
7.3. Table 4 shows the BLEU score for translation of
the A/TO03 test set before and after correction. The
BLEU score for the actual A{T03 test set(truth) is
also reported for comparison. As shown we achieve
a statistically significant improvement in the BLEU
scores. ’

9 Conclusion

We described a novel system for correcting the erro-
neous output of any OCR system. OQur methods are
generic and can be extended to any language. We
achieved considerable reduction in word error rate.
In addition, we demonstrated the utility of our sys-
tem in a NLP application. OCR. errors reduce the
machine translation quality. However, this degrada-
tion can be minimized when our correction model
is used to post-process the output of the OCR sys-
tem. We were able to get a statistically significant
increase in BLEU scores when our correction model
is used (0.401 vs. 0.378).

However, the BLEU score obtained when translat-
ing the original text (truth) is still better than that
of the corrected OCR output (0.465 vs. 0.401). A
further reduction of the OCR word error rate might
be necessary to reduce that gap. We believe that ac-
quiring more training data for the word model will
further reduce the error rates. The training data can
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be easily generated in the manner described in this
paper. Such data can be easily obtained for any lan-
guage or domain given that enough text is available
electronically for that language/domain.

We also believe that our character-based model
can be improved if used in conjunction with a word-
based language model, instead of the character-
based language model that was used.
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Abstract

Computer Assisted Visual Interactive Recognition,
or CAVIAR, has proven to be an effective method-
ology for integrating human and machine expertise
in addressing challenging pattern recognition tasks.
In this paper, we examine the application of the
CAVIAR paradigm to problems arising in real-time
document analysis in the field. We identify hurdles
we expect to encounter, propose potential solutions,
and describe an evaluation framework to help deter-
mine whether this is a fruitful line of research.

1 Introduction

Research aimed at fully automating the processing of
document images has received a tremendous amount
of attention over the past 40 years. As a quick pe-
rusal of any of the dozens of surveys to date will
reveal, however, progress in automatic recognition
and interpretation has been slower than predicted.
We expect that further improvement in accuracy in
domains such as cursive handwriting and degraded
documents will be even more protracted because
the challenges that remain are much harder. As in
speech recognition, bridging the gap between ma-
chine and human knowledge to allow the former to
draw even with the latter appears problematic. The
context brought by humans to any classification task
is much greater than what can be obtained from even
the largest collections of training samples available
to our community. Endowing fully automated sys-
tems with broad knowledge remains a far-off goal.
There exists, however, a significant body of appli-
cations where it is not necessary to fully automate
the task of document analysis. Rather, the focus
is on a relatively small number of high-value doc-
uments (perhaps just one) ~ say from a cache dis-
covered in the field as part of an ongoing criminal
justice, military, or intelligence operation — where
the computer plays the role of an assistant to help
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the user acquire information that would otherwise
remain inaccessible. While such documents could
be collected and returned to a central repository
for scanning and batch processing in the traditional
manner, there is often a significant advantage in be-
ing able to exploit the information in real-time, im-
mediately and in situ.

Recently, Nagy and Zou, et al. have begun ex-
ploring a concept known as CAVIAR: Computer As-
sisted Visual Interactive Recognition {3, 6, 24, 23].
Over the last few years this work has led to the de-
velopment of a successful interactive system for rec-
ognizing faces and flowers, both problems of a level
of difficulty (i.e., automated current accuracy) com-
parable in certain ways to document recognition in
the field. Experiments on sizable databases of faces
and flowers indicate that interactive recognition is
more than twice as fast as the unaided human, and
yields an error rate ten times lower than state-of-
the-art automated classifiers. The benefit margin of
interactive recognition increases with improved au-
tomated classification. Parsimonious human inter-
action throughout the interpretation process is much
better than operator intervention only at the begin-
ning and the end, e.g., framing the objects to be
recognized or dealing with rejects. Furthermore, this
interactive architecture has been shown to scale up:
it can start with only a single sample of each class,
and it improves as recognized samples are added to
the reference database.

The notions embodied in CAVIAR differ in fun-
damental ways from past efforts at mobile and/or
interactive recognition. Whether such an approach
can be equally effective in the domain of documents
as it is for flowers and faces is unproven. In this pa-
per, we discuss the application of this paradigm to
document analysis in the field, identify the hurdles
we expect to encounter, propose potential solutions,
and describe an evaluation framework to help deter-




mine whether this is a fruitful line of research.

2 Related Work

The questions we plan to examine arise from adapt-
ing CAVIAR to tasks from document analysis.
There are, however, other projects that share sim-
ilar goals and assumptions; below we briefly cite a
few of these. The Army Research Laboratory’s For-
ward Area Language Converter (FALCon) system
provides mobile optical character recognition (OCR)
and translation capabilities {10, 21], but, so far as
we know, employs a traditional user interface. A
growing amount of research is being conducted on
camera-based document acquisition (e.g., [7, 11}).
This work employs the camera as a new form of cap-
ture device, but, as with FALCon, treats the later
processing stages as though they will be fully auto-
mated

Camera-based systems for locating and recogniz-
ing text in traffic signs and providing translation ser-
vices for non-native visitors in foreign lands are per-
haps more similar to what we have in mind [8, 22].
Still, we have yet to encounter such a system with
an interaction paradigm as integral and as sophisti-
cated as CAVIAR’s. Reading services for the vision-
impaired are likewise focused on page-at-a-time pro-
cessing, but employ an auditory user interface as op-
posed to a visual one for obvious reasons [9, 19]. A
somewhat similar notion is recent work on develop-
ing tools to support forensic document analysis [20].
We note, however, that such systems are designed
to solve a different, much more specific problem, are
intended for off-line use by domain experts (as op-
posed to occasional users whose primary jobs lie else-
where), and have no need for mobility.

3 Rationale for a Human-Machine
Collaborative Approach to
Document Analysis

A divide-and-conquer strategy for visual recognition
should partition difficult domains into components
that are relatively easier for both human and ma-
chine. There are pronounced differences between hu-
man and machine cognitive abilities. Humans excel
in gestalt tasks, like object-background separation.
We apply to recognition a rich set of contextual con-
straints and superior noise-filtering abilities. Com-
puter vision systems, on the other hand, still have
difficulty in recognizing “obvious” differences and
generalizing from limited training sets. We can also
easily read degraded text (e.g., CAPTCHA’s [2]) on
which the best optical character recognition systems
produce only gibberish.

112

Computers, however, can perform many tasks
faster and more accurately, Computers can store
thousands of images and the associations between
them, and never forget a name or a label. They
can compute geometrical properties like higher-order
moments whereas a human is challenged to deter-
mine even the centroid of a complex figure. Spatial
frequency and other kernel transforms can be easily
computed to differentiate similar textures. Comput-
ers can count thousands of connected components
and sort them according to various criteria (size,
aspect ratio, convexity). They can quickly mea-
sure lengths and areas. They can flawlessly eval-
uate multivariate conditional probabilities, decision
functions, logic rules, and grammars. On the other
hand, the study of psychophysics revealed that hu-
mans have limited memory and poor absolute judg-
ment [16]. A detailed comparison of these differences
appears in Table 1.

4 Technological Issues

Here we briefly summarize some of the technological
issues that must be addressed in the implementa-
tion of a CAVIAR-like system to support document
analysis and exploitation:

1. The rapid development of high-quality, low-cost
digital cameras suitable for full-page imaging
in color or a broad range of grays. Smaller
versions of these cameras are now available as
plug-ins for Personal Digital Assistants (PDA’s)
and within a year sufficient resolution should
be available for camera phones. These devices
make document-acquisition in the field simpler

than with conventional page-width scanners.

. Displays are approaching the resolution-limit of
the human eye (discounting head movement).
In addition to the small displays built into
PDA’s, cell phones, and helmets, larger flexible
displays that can be incorporated into a user’s
clothing are on the verge of becoming available.

. Interaction with a direct-action device like a
stylus, and especially a thumb, is faster than
with a mouse. Touch-sensitive screens are just
now becoming available for cell phones.

. The storage capacity of mobile devices is al-
ready sufficient for most DIA and OCR tasks.

Nagy, et al. have implemented interactive recog-
nition on both stand-alone and wireless net-
worked mobile platforms. Both are adequate
for PDA’s, but neither is yet acceptable for cell-
phone based systems because these do not have




Table 1: Comparison of relative strengths of human vs. machine in visual pattern recognition.

Human

L

|

Machine

e dichotomies
e figure-ground separation

e part-whole relationships

o salience

e extrapolation from limited training samples
e broad context

e gauging relative size and intensity

o detection of significant differences between
objects

e colored noise, texture

e non-linear feature dependence

e global optima in low dimensions

e multi category classification
¢ nonlinear, classification
boundaries

e store and recall many labeled reference patterns
e accurate estimation of statistical parameters

e application of Markovian properties

high-dimensional

e estimation of decision functions from training
samples

e evaluation of complex sets of rules

o precise measurement of individual features

e enumeration

computation of geometric moments
orthogonal spatial transforms (e.g., wavelets)
connected component analysis

sorting and searching

rank-ordering items according to a criterion
additive white noise

salt & pepper noise

¢ determination of local extrema in high-D spaces

enough computational resources for stand-alone
operation, and their bandwidth is too low for
acceptable interactive response time on image
computations. However, according to technol-
ogy forecasts, both of these shortcomings will
disappear in a year or two.

6. The need for network connectivity depends
greatly on the targeted application domain:
civilian, military, or covert. While it is clearly
desirable for such a system to be operable com-
pletely autonomously, there may be substantial
value in networking document acquisition and
exploitation activities.

5 Data Entry on Hand-Held Devices

It is clear that an important constituent of mobile
interactive document analysis is manual text entry.
The alternatives seem to be restricted to virtual key-
board on a touch sensitive screen activated by a
handheld stylus, finger-operated keyboards incorpo-
rated in the operators clothing (on arm or thigh),
and automatic speech recognition. We believe that
the stylus is the most appropriate solution, because
in addition to text entry it can also mediate the
graphical communication essential in some aspects
of document image analysis.

The virtual keyboard appeared in the seventies to
accelerate the digitization of maps and line-drawings
by avoiding having the operator shift constantly be-
tween pointing device and keyboard. It consisted of
a picture of a keyboard on a piece of paper that could
be shifted to the area of the drawing being vector-
ized. The current virtual keyboard usually appears
in a fixed partition of the touch-sensitive screen of a
handheld device. The text being entered appears on
another partition. Edwards surveyed input interface
issues in mobile devices in 1997 [4]. Data input is
usually a local operation, so it inakes little difference
whether the device is networked or not.

The key consideration for stylus data entry are
speed, (perceived) operator comfort, and ramp-up
time. The first two factors are influenced by the
amount of space allocated to the keyboard, to the
recognized or entered text, and to control functions.
The third factor depends heavily on the keyboard
layout. The QWERTY layout, developed to prevent
binding of type bars in mechanical typewriters, is
suboptimal even for typing, and even more so for
one-handed stylus entry.

There has been much work on evaluating alter-
native keyboards and word-completion algorithms
(for a recent overview, see [1]). An upper bound on
the speed of individual character entry is imposed
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by Fitts’ Law, which is a nonlinear relationship be-
tween pointing time and the distance and size of the
target. The relevant distance is that between the
screen areas (“keys”) corresponding to consecutive
letters. The letter transition frequency is given by
a language model. As an example of the compro-
mises necessary in keyboard design, it is possible to
reduce the average distance by having several space
keys, but this decreases the size of the keys. Several
researchers have optimized keyboard designs accord-
ing to various language models [14, 13, 15, 12]. The
computed speeds hover about 40 words per minute,
but actual text entry is much slower.

The speed increase obtainable by word completion
also depends on the langnage model. Ancona [1]
demonstrates a keyboard with separate keys for the
ten most common words (with a cumulative word
frequency of 28%). After each tap on the screen,
the ten most likely words appear in the selection
area of the screen. If the correct word is included,
it can be selected with one additional tap. If not,
another letter is tapped, which brings up ten new
words. With a vocabulary of 13,000 words, the ex-
pected number of taps per word is claimed to be 3.3.
Some of the notions here are clearly similar to those
incorporated in CAVIAR.

The performance of word-completion systems de-
pends on how well the stored lexicon is matched to
the user input. Multiple lexicons - for different lan-
guages and applications — can be either stored on
board, or downloaded via a wireless connection.

Another important source of ideas is the technol-
ogy developed for vectorizing maps and engineering
drawings [17, 18]. Manual vectorization was first
conducted from hardcopy with a digitizing table or
tablet. The operator traced the lines with cross-hairs
under a magnifying glass with a MARK button. Af-
ter the advent of large-size roller-feed scanners and
bitmapped displays, all service bureaus and in-house
operations converted to on-screen vectorization from
scanned copy. One advantage was that already vec-
torized lines could be displayed with a different color,
and departures between manually entered lines and
original were clearly visible. The operator could
zoom in on dense portions of the drawing. How-
ever, the aspects of interest here are the algorithms
developed for semi-automated data entry.

For colored maps, different color layers were first
separated according to RGB values. Vectorizing al-
gorithms were manually initialized to a line segment
or curve, and then could automatically follow that
line at least to the next intersection point. The
systems would also attempt to automatically recog-
nize map and drawing symbols (for schools or re-
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sistors). If it failed, the operator would override
it. The character recognition software recognized
cleanly lettered labels (elevations, part numbers, re-
sistor values), but left labels confused by overlaid
line art or poor lettering to the operator.

If most of the labels cannot be recognized by OCR
because of poor document quality or unusual char-
acter shapes, it is still possible to rapidly mark their
location and orientation, rotate them to horizontal,
and move them to a single area of the screen. This
accelerates manual label entry. A single E-sized
drawing may contain 3,000 alphanumeric symbols,
which is more than a densely printed page of text.

Most such data-entry systems are part of larger
GIS or CAD software, and are typically designed
for standard workstations. Al graphical operator
interaction is therefore mediated by the mouse. As
demonstrated by Engelbart and colleagues at SRI
long ago, direct-action devices, like a touch-sensitive
stylus, allow faster and more accurate interaction [5].
Indeed, we found that to be the case in comparing
desk-top CAVIAR systems with handheld CAVIAR.

Like CAVIAR, these interactive systems exhibit
clear speed advantages over completely manual data
entry, and are robust enough (unlike automated sys-
tems) for operational application. Although some of
these systems are laboriously trainable, one key dif-
ference compared to CAVIAR is that no commercial
system that we are aware of incorporates adaptive
algorithms that take advantage of routine operator
input. Unlike CAVIAR, they also fail to provide vis-
ible models for the entry of complex 2-D patterns.

6 Test Data Collection

Any comparison of the proposed mobile interac-
tive document exploitation system with existing and
forthcoming automated and manual data entry sys-
tems requires a test database. It is, of course, desir-
able that the test database reflect the characteristics
of the documents that are to be processed. For the
purposes of this discussion, we assume that the do-
main of interest is handwritten Arabic documents;
however, it should be clear how the the same is-
sues and potential solutions generalize to other gen-
res and languages.

We believe that existing handwritten Arabic
databases cannot fulfill the objectives we have in
mind for CAVIAR research because they are too
small, they were designed specifically for testing a
particular class of recognition algorithms, and they
do not reflect the characteristics of the target data.
For the sake of concreteness, we make the following
assumptions:




. The proposed system is to be applied to tran-
scription and further processing of documents
similar to those in a growing collection of hand-
written Arabic documents, referred to here as
the Target Database. Although we propose
a mobile, personal device operated by a non-
specialist, the test database will also be used
for evaluating batch-mode DIA and OCR sys-
tems.

. The amount of data and corresponding meta-
data, including ground truth (GT'), will be com-
parable to an existing database used for evalu-
ating typeset Arabic documents, i.e., 400,000
words. We take this as a fixed point for now.
Handwritten documents have fewer words than
printed text: say 100 words/document on av-
erage. The documents are not restricted to a
single page, but each document is created by a
single author.

. Handwritten documents have statistically dif-
ferent textual content than typeset docu-
ments; therefore we cannot mirror the existing
database. Handwritten material is less likely to
form a grammatical narrative: it may have un-
usual abbreviations, short lists of phrases, un-
labeled strings of digits, underlines, corrections,
cross-outs and erasures, and unstylized layouts.

. Character formation in free writing in any script
is markedly different from copying or taking dic-
tation from tape or a person. The conditions
under which the document is composed, includ-
ing the degree of stress or haste, will percepti-
bly alter even the same person’s writing. We
believe that this must be taken into considera-
tion to avoid disappointment when the system
is deployed.

. The most important components of systematic
variability are (a) country of education, (b} level
of education (years of schooling), and (c) age of
the writer.

. Digitization and character recognition are af-
fected by the medium: pen or pencil, n*" gen-
eration copy, fax, paper quality, and physical
conditions (writing on a desk is different from
writing in a hand-held notebook).

. The chosen approach for (semi-)automated
transcription should depend on the distribution
of the amount of writing among individuals. If
there are many long passages or multiple doc-
uments by the same writer, the system ought
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to take advantage of this. Language context
and writer/style adaptation are powerful aids
to recognition.

. A service bureau with Arabic software can per-
form scanning and ground-truthing more effi-
ciently than students. Such a service bureau
could be located in a country with a significant
Arab-speaking population (US, Canada, UK),
or in a friendly Arab country (Jordan, Egypt)
with an advanced computer infrastructure.

In order to plan data collection, it would be de-
sirable to have the following information. The rel-
evant document statistics could either be estimated
{guessed) by a designated expert, or obtained from
the agency responsible for processing the target doc-
uments.

Ideally, a sizeable random sample of the original
documents (or very good copies) with translations
from the Target Database, with accompanying meta-
data, would be made available. Most of the neces-
sary information could be derived from such a sam-
ple. If, as is likely, such a sample cannot be released,
then specification of the following distributions (in
the form of histograms) would be useful:

o Number of words per document.

e Number of documents per writer and of words

per writer.

Educational profile of the writer.

Country of schooling of the writer.

Vocabulary: a lexicon indexed by frequency
and, if possible, by writer.

e Media: pen, pencil, copy, fax, photo, etc.

In order to gauge feasibility, in Table 2 we pro-
vide a rough estimate (perhaps accurate to +50%)
of the cost of deriving the required statistics from
a hardcopy database of documents. These costs do
not include the significant cost of collecting the doc-
uments, nor planning/management costs.

The handwriting data could consist of either: ex-
isting originals (or high-quality copies thereof), or
handwritten documents generated for this purpose
by about 1,000 subjects.

Possible sources of existing data include schools
(assignments, term papers, course notes, adminis-
trative records), businesses (orders, reports, corre-
spondence), and government agencies (dead files of
forms and free-form correspondence). Privacy con-
cerns may preclude certain of these approaches, how-
ever.




Table 2: Estimated costs of a hardcopy document
ground-truthing activity.

Category Cost
Scanning (200 or 300 dpi, 8-bit | $4,000
grayscale), for 4,000 mostly single-
page documents, with quality con-
trol, at $1.00 per document
Transcription, with verification and $8,000
correction, at $2.00 per document
System acquisition or customization | $10,000
for detailed (word-box level) zoning
Interactive box location, verification | $8,000
and correction
Database creation (accession num- | $12,000
bers, bitmaps, boxes, GT)
Estimated total $42,000

If new data must be generated, a possible scenario
for distributed data collection is:

1. Prepare from five to eight printed single or
multi-page protocols on various topics, e.g., eco-
nomics, politics, technology, military, religion.
The topics should correspond to their propor-
tions in the target database. The protocols
should include questions that require a narra-
tive answer, including requests for summariza-
tion, organization, decision, rebuttal, comment
or memory-aids in the subjects’ own words. It is
essential to avoid having the subjects copy fixed
material, and to give rise to varied vocabulary,
syntax, spelling, and document length.

. Recruit ~1000 Arab-literate subjects according
to specified demographics, possibly in different
countries, and request each to respond to one
or more forms. In U.S. university settings, this
would require permission for the cognizant insti-
tutional review board on human factors experi-
mentation, and obtaining signed consent forms.

Provide each writer a writing surface, paper and
writing instrument according to the randomized
experimental design.

. Collect the forms, possibly with the demo-
graphic data attached to each sheet. Scan the
image data and organize the metadata in a
widely readable format (ASCII perhaps). The
size of the database after digitization at 200 dpi
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(8-bit depth) should be about 16 GB. Because
of the prevalence of white space, after compres-
sion it may fit on a single CD.

For DIA and OCR research and development, this
method would far superior to the customary collec-
tion of copies from prescribed forms. The latter,
however, would be less expensive because the hand-
written data need not be transcribed but only proof-
read to catch copying errors.

Part of the resulting database should be se-
questered for independent testing. The remainder
could be released to the research and development
community. Used in this manner, the proposed
database would have a relatively long shelf-life and
provide performance measures far more represen-
tative of operational systems than the customary
greenhouse test data.

7 Examples of Interactive Document
Image Analysis

We mention some DIA tasks where automated algo-
rithms work accurately only on exceptionally clean
documents, but where a little interaction can quickly
produce acceptable results.

Most OCR algorithms, especially for handwriting,
are designed for binarized images, because scripts
generally avoid discrimination based only on shades
of gray or color. Instead of using thresholding hard-
ware built into the scanner, today documents are
usually digitized to 8-bit gray scale or RGB, and sub-
sequently converted to binary images. Global bina-
rization algorithms work only if the foreground and
background reflectance are uniform throughout the
document, which may not be the case if, for example,
part of a folded documents suffers prolonged expo-
sure to sunlight, or if there are dark areas around
the edges of a photocopy. Local binarization algo-
rithms measure the distribution of reflectance in a
window translated through the page, and set the lo-
cal threshold between foreground and background
reflectance peaks according to the estimated disper-
sions of the components of the mixture distribution.
The window size and reflectance distribution esti-
mates invariably depend on explicit or implicit as-
sumptions about the relative density and configu-
ration (strokes) of the foreground (ink) and back-
ground. These assumptions generally hold only for
a narrow class of documents. Fortunately, the bina-
rization algorithms are simple, therefore an operator
can easy set the appropriate window size and fore-
ground density either for the whole document, or
for selected areas. This still allows local algorith-
mic thresholding, and therefore requires much less




interaction than setting the threshold manually ev-
erywhere, and is much more robust than fully auto-
mated local thresholding.

Line finding is another instance where interaction
may be effective. The first step is usually estimat-
ing global document skew, i.e., the angle of the writ-
ten lines with respect to the paper or digitizer axes.
While very accurate skew estimation and correction
algorithms have been developed for printed matter,
they do not work well on handwriting because the
orientation of individual lines varies, the margins are
not straight, there may be only a few words on a
page, and there may be several columns of words or
phrases at different angles. Humans can, however,
judge skew remarkably well, and convey this infor-
mation to the computer by a few well chosen stylus
taps or by rotating a superimposed grid. After the
computer-proposed skew correction and line finding
is corrected, the occasional merged pair of lines —
due to overlapping ascenders and descenders — can
be likewise rapidly separated.

Word segimentation is relatively easy for printed
text, except for extremely tightly-set, micro-justified
print. In handwriting, however, large spaces often
appear within words and, towards the end of a line,
words are often squeezed together. In Arabic and
other scripts, some inter-letter spaces are manda-
tory. Underlines that link word sequences can fur-
ther complicate the task. Again, humans can usually
spot missed word boundaries even in unfamiliar lan-
guages and scripts. If the writing lines are already
properly segmented, then a simple interface can be
designed to correct linked and broken words.

At the character recognition level, there are also
several opportunities for effective interaction. First,
humans can often tell where perfect accuracy is im-
portant, as in telephone numbers, email addresses,
and proper nouns. If the automated algorithins fails
on important words, phrases or numbers, they can
be either entered manually using the virtual key-
board, or selected by a stylus tap from the top recog-
nition candidates.

The human can provide global assistance to the
character recognition system. The operator may be
able to recognize the language or script of a docu-
ment even from a few words, perhaps by using com-
mon sense or contextual information related to the
source of the document (e.g., indicate that the doc-
ument probably contains a mixture of Korean and
German.) He or she can indicate the average slant,
and in Western scripts, the prevalent case (e.g., if a
writer uses only capital letters). The operator may
also decide which of the available lexicons would pro-
vide the best language model. (The lexicons will

117

be automatically updated with entries from the pro-
cessed documents that have been deemed correct.)

Most importantly, entering only part of a docu-
ment may provide enough training data — to a recog-
nition system designed with this in mind - for fine-
tuning the classification algorithms. The underly-
ing assumption is that if the remainder of the doc-
ument (and perhaps also additional documents) is
from the same source, the adjusted parameters will
yield more accurate recognition. If that is not the
case, the operator can easily separate the portions
of the document written by different individuals (as-
suming that the second writer was not attempting
to mimic the first). Of course, human handwritten
data entry in an unfamiliar language and script is
also problematic. However, it requires far less train-
ing than learning to speak, write and understand a
language. Off-shore data-entry is sometimes carried
out by operators who do not know English. Anec-
dotal evidence suggests that on printed matter at
least, non-speakers are more accurate, because they
must look at each letter.

8 Ewvaluation Plans and Issues

The requirements for evaluating a CAVIAR-like ap-
proach to document analysis differ from traditional,
fully-automated techniques. In the latter case, the
focus is entirely on classification accuracy, whereas
in the former, the system is comprised of a hu-
man user and a machine working in collaboration:
both time and accuracy are important measures. It
is unlikely the system will be more accurate than
a human working alone, it must be faster. Simi-
larly, it is unlikely the system will be faster than a
fully-automated algorithm, it must be more accu-
rate. Note also that such work naturally demands
the use of human test subjects, unlike most pattern
recoghnition research.

One of the most intriguing aspects of the earlier
CAVIAR work was its demonstration of an inherent
potential to incorporate adaptation, yielding a sys-
tem that improves with use. This also provides the
opportunity to study human learning: the operator
and the system learn together, a little like a blind
person and her Seeing Eye dog. As was done in the
case of CAVIAR for flowers, we plan to study this
effect.

It is also evident that one of the most plausible tar-
gets for a CAVIAR-like system involves documents
written in a language that the user is unable to read,
perhaps using a script that he/she does not recog-
nize. A typical end-to-end scenario, then, might in-
cluding the following processing stages:




1. Categorization: source, age, type of document,
size, quality, language, script.

2. Image-level preprocessing including various lev-
els of segmentation.

3. Word recognition.
4. Translation.

5. Information
importance assessment/transformation into ac-
tionable knowledge.

Our initial experiments will be conducted on
workstations with simulated mobile-device window
sizes.

Among other expected benefits, we believe that
the development cycle for interactive recognition
systems may be faster than for wholly automated
systems. One reason to suspect this will be true is
that it is no longer necessary to take care of rare
contingencies: they can be dealt with by the human
operator, who can always override every automated
option. This will allow deployment of a whole family
of support systems, specialized to different levels of
operator familiarity with the target language(s) and
script(s).

We intend to develop the interfaces necessary to
accomplish the above interactive tasks in parallel
with data collection. While this would have been
a monumental endeavor only a few years ago, today
excellent tools are available for the purpose. Perhaps
the most difficult part of the project is devising and
incorporating a customized logging system for tim-
ing and recording every interaction and its effect.
This must be done in sufficient detail to allow re-
playing the whole interactive document information
acquisition sequence in order to find out where and
what goes wrong.

The individual files log must be compiled and ag-
gregated for statistical analysis. This will also form
the basis for evaluating the interactive system and
for comparing it with entirely automated and en-
tirely manual data entry.

We emphasize that we do not address the ex-
traction of data from a large backlog of accumu-
lated documents. Unlike much of the academic re-
search on document analysis, our interest here is
not in archival documents, but in those whose value
decreases exponentially with time. We propose a
system that may prevent future backlogs of nearly
worthless documents by on-site, just-in-time infor-
mation extraction.
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Abstract

An algorithm and a system for searching hand-
written Arabic documents to locate key words is pre-
sented. Three main components of the system are
a word segmenter, a shape based matcher for words
and a search interface. The user types in a query
in English within a search window, the system finds
the equivalent Arabic word, e.g., by dictionary look-
up, locates word images in an indexed (segmented)
set of documents. A two-step approach is employed
in performing the search: (1) prototype selection:
the query is used to obtain a set of handwritten
samples of that word from a known set of writers
(these are the prototypes), and (2) word matching:
the prototypes are used to spot each occurrence of
those words in the indexed document database. A
ranking is performed on the entire set of test word
images— where the ranking criterion is a similarity
score between each prototype word and the candi-
date words based on global word shape features. A
database of 20,000 word images contained in 100
scanned handwritten Arabic documents written by
10 different writers was used to study retrieval per-
formance. Using five writers for providing proto-
types and the other five for testing, using manually
segmented documents, 55% precision is obtained at
50% recall. Performance increases as more writers
are used for training.

1 Introduction

Spotting handwritten words in documents written
in the Latin alphabet has received considerable at-
tention [1],{2], [3]. A systematic comparison of seven
methods was made in [4] who showed that the high-
est precision was obtained by their method based
on profiles and dynamic time warping (DTW). A
method based on word shape was shown to per-
form better than the method based on DTW, both
in terms of efficiency and effectiveness, in [5]. This
paper discusses the performance of the word shape
method presented in [5] when applied to handwrit-
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ten Arabic documents.

The word spotting algorithm is implemented as
a tool within an interactive software system known
as CEDARABIC which is designed for the analy-
sis of handwritten Arabic documents. Most func-
tionalities of CEDARABIC are the same as that
found in a predecessor system known as CEDAR-
FOX which was developed for forensic examination
by U.S. law enforcement {6]. Being a software branch
of the CEDAR-FOX system CEDARABIC also has
capabilities for image processing operations such as
enhancement, thresholding, underline removal, etc.,
as well as for writer verification, writer identifica-
tion and signature verification. The interfaces have
been modified to be appropriate for analyzing Arabic
language documents by an English-speaking user.
The system includes a GUI for various functions in-
cluding scanning, selecting a region of interest, fea-
ture computation, ground truthing(manual segmen-
tation and entering word truth), searching of a word
based on its English equivalent, etc. The primary
focus of this paper is on the word-spotting tool of
CEDARABIC-whose goal is to find each occurrence
of a user-specified query word in a given set of doc-
uments.

In the CEDARABIC system the task of word spot-
ting has two phases: indexing and search. In the in-
dexing phase each document image in the database
is indexed by segmenting into its component word
images. The search phase has two parts: in the first
part the typed in query is used to generate a set of
query images corresponding to handwritten versions
of it. In the second part each query image is matched
against each indexed image to find the closest match.

The paper consists of the following sections: (i)
scanned document collection used to design the sys-
tem and and test its performance, (ii} user interface
of CEDARABIC, (iii) word segmentation algorithm,
(iv) word-shape matching algorithm, (v) conclusion
and acknowledgment.




Figure 1: Sample “.arb” file opened with CEDARABIC.
Each segmented word is colored differently from adjacent
words.

2 Document Image Database

A document collection was prepared with 10 differ-
ent writers, each contributing 10 different full page
documents in handwritten Arabic. Each document
comprises of approximately 150 — 200 words each,
with a total of 20,000 word images in the entire
database. The documents were scanned at a res-
olution of 300 dots per inch. This is the resolution
to be used for optimal performance of the system.
Figure 1 shows a sample scanned handwritten Ara-
bic document written by writer 1.

For each of the 10 documents that were handwrit-
ten, a complete set of truth comprising of the al-
phabet sequence, meaning and the pronunciation of
every word in that document was also given. The
scanned handwritten document comprising of word
images were mapped with the corresponding truth
information given, and saved as a separate file with
a “.arb” extension. The naming convention for the
file is explained with this example. File 007_9_1.arb
is the ninth document written by writer number 7.
When some writers use more than one full page to
transcribe a document, the last digit 1 or 2 identifies
the page of the document. These “.arb” files have all
the necessary information in them to perform word
spotting using the tool that is described in the fol-
lowing section. The preparation of these “.arb” files
involved careful manual word segmentation of each
scanned document. The software tool described be-
low also provides for a way to manually segment each
word from a raw unprocessed document.

3 User Interface

Most of the functionalities of the CEDARABIC
system, including word spotting, are the same as
that found in a system for Latin script, known as
CEDAR-FOX, which was developed for forensic ex-
amination by U.S. law enforcement [7] [8]. Being
a modification of the CEDAR-FOX system for the
analysis of handwritten documents in the Latin al-
phabet, CEDAR-FOX also has capabilities for image
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Figure 2: Truth for a particular word. This window
pops up when a particular word image is right-clicked.
The truth consists of three parts: the individual charac-
ters, its meaning in English and its Arabic pronunciation
shown in Engish.

processing operations such as enhancement, thresh-
olding, underline removal, etc., as well as for writer
verification, writer identification and signature veri-
fication. The interfaces have been modified to be ap-
propriate for analyzing Arabic language documents
by an English-speaking user.

CEDARABIC has a GUI for analyzing and using
the prepared “.arb” for performing word spotting
and other information lookup tasks. A particular
“.arb” file can be opened by selecting the “Q" or
“K” option on the tool bar and Figure 1 shows a
screen shot of CEDARABIC when a particular file
is opened. By clicking on the tool bar icon for “Show
Words”, the different words get marked with differ-
ent colors thereby differentiating one Arabic word
image from another.

Right-clicking on any word image pops up a
dialog- box displaying the complete set of truths as-
sociated with that word. Figure 2 shows a screen-
shot when a particular word image was right-clicked.
The Arabic alphabet sequence, the English equiva-
lent meaning, and the pronunciation of each word
can be viewed with this tool.

The query for word spotting is typed as English
text— one that corresponds to the English equivalent
meaning of the word to be searched for.

The first step in word spotting is to identify proto-
types (template word images) corresponding to the
Arabic word for the queried text. These template
word images are obtained from documents which are
set aside as training documents. For example, we
can say documents pertaining to writers 1 through
5 can be used solely for the purpose of training and
they provide for the template word images. The
default set consists of writers 1 through 5. These
training “.arb” should contain the complete truth
for each word image, so as to pick up those that
match the query text. The word images for those
that matched serve as template word images to per-




et B8 0

s ]

sy
SR

Figure 3: Word spotting results. The template word
images on the right side, obtained in the first step, are
used to spot the images shown on the left. The results
are sorted in rank by probability. The images on the
right are the selected prototypes and those on the left
are the ranked set of test images.

form word spotting in other documents that do not
have the truth. The matching words are automati-
cally selected and the user is also given an option of
selecting the ones that need to be used as template
word images. Once this is done, upon clicking “Use
Selected for Training” these images will be used to
spot similar occurrences for words in other docu-
ments purely based on the shape of the word. The
template word images serve as a knowledge base to
learn the writing styles of the particular word and
then use this to identify other similar words purely
based on matching the image. A set of test docu-
ments can now be specified, and the tool will look for
the occurrence of the particular word in every doc-
ument specified and rank the retrieved words in the
order of probability of match. Figure 3 shows the
result of one such word spotting task performed. In
this example the search is for the word “king” whose
Arabic equivalent is pronounced as “al malik”. The
images on the right are the template word images
and those on the left are the word images in order
by rank.

4 ‘Word Segmentation

Automatic segmentation into words is based on tak-
ing several features on either side of a potential seg-
mentation point and using a neural network for de-
ciding whether or not the segmentation is between
two distinct words. Some of the differences between
the tasks of segmenting Arabic script and segment-
ing Latin script are: presence of multiple dots above
and below the main body in Arabic and the absence
of upper case letters at the beginning of sentences in
Arabic.

The process of word segmentation begins with ob-
taining the set of connected components for each line
in the document image. Figure 4 shows a region of
a document image the connected components (exte-
rior and interior contours) of a small section. The
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Figure 4: Connected components of a small section of
the image.

interior contours or loops in a component are ignored
for the purpose of word segmentation as they pro-
vide no information for this purpose. The connected
components are grouped into clusters, by merging
minor components such as dots above and below a
major component. Also particular to Arabic, most
words starts with the Arabic character “Alef”. The
presence of an “Alef” is a strong indicator that there
may be a word gap between the pair of clusters. The
height and width of the component are two param-
eters used to check if the component is the charac-
ter “Alef”. Figure 6 shows samples of the Arabic
character Alef. Every pair of adjacent clusters are
candidates for word gaps. 9 features are extracted
for these pairs of clusters and a neural network is
used to determine if the gap between the pair is a
word gap. The 9 features are: width of the first clus-
ter, width of second cluster, difference between the
bounding box of the two clusters, flag set to 1 or 0
depending on the presence or absence of the Arabic
character “Alef” in the first cluster, the same flag
for the second cluster, number of components in the
first cluster, number of components in the second
cluster, minimum distance between the convex hulls
enclosing the two clusters and the ratio between, the
sum of the areas enclosed by the convex hulls of the
individual clusters, to the total area inside the con-
vex hull enclosing the clusters together. Figure 5
shows two pairs of adjacent clusters tested for word

gaps.

A neural network was trained using these 9 fea-
tures with feature vector labeled as to whether it is
a word gap or not. This is similar to the neural net-
work approach used for English postal addresses [9].




o

(b) Word gap

Figure 5: Two pairs of adjacent clusters. Dotted lines
indicate convex hulls around the individual clusters.
Solid lines indicate convex hull around the two clusters
taken together. (a) The gap between the convex hulls
is truly not a word gap, and (b) The gap between the
convex hulls is truly a word gap.

Figure 6: Samples of Arabic character “Alef”. The
hight and width are two parameters that are used to
detect the presence of “Alef” in the clusters.
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Figure 7: A document segmented into words by the
neural network. Figure 8(a) 8(b) 8(c) and 8(d) show the
first four clusters of the document for the first line from
the left and the classification result.

Table 1: NN Features
Fig f1 f2 3 fa 5 6 7 18 fo NN
’(a) 156 42 12 0 0 2 1 24.59 0.58 -0.75
8b) | 42 | 13| 7 o | 1 1 1 8.00 | 052 | -0.99
8(c) 13 84 14 1 0 1 2 24.75 0.40 0.91
8(d) 84 82 51 0 0] 2 2 51.00 0.56 0.80

However the features are different. Figure 7 shows a
document segmented into words by the neural net-
work. Figure 8 shows the first 4 pairs of clusters
whose features are extracted and fed to the neu-
ral network. These 4 pairs of clusters correspond
to the words starting from the left on the first line
of the document in figure 7. Table 1 shows the 9
features for these pairs respectively and the last col-
umn shows the output of the neural network and ta-
ble 2 shows what each feature is. A positive output
from the neural network indicates a presence of word
gap and a negative output indicates the absence of
a word gap. From the table 1, it is evident that
though the distance between the clusters for pair 1
and pair 3 are almost the same, the neural network
gives the correct classification. This is due to pres-
ence of “Alef” that strongly indicates the presence
of a word gap.

Table 2: Features

Number Feature

1 Width of 15¢ cluster

Width of 279 cluster

Bounding box gap between clusters

Alef flag for 1% cluster

Alef flag for 2™¢ cluster

No of components 1%¢ cluster

No of components 2"¢ cluster

Min. Convex hull distance

OO0 | SO k| W

Ratio of sum of cluster areas to total area




(a) Not word gap

(¢) Word gap

(d) Word gap

Figure 8: Four pairs of adjacent clusters. Note that the
distance between the clusters in (a) and (c) are the same
(the scale in the plot are different). The neural network
still classifies (c) as a word gap due to the presence of
the “Alef”.
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Figure 9: Example of a reasonably well-segmented Ara-
bic document by automatic segmenter designed for En-
glish. The truth is shown on the right screen-shot and
the result of the automatic word segmenter is shown on
the left. In this case 86% of the automatically segmented
words are correct.

4.1 Word Segmentation Performance

An example of a reasonably well-segmented Arabic
image by the automatic segmenter, together with
the perfectly segmented image (truth), are shown in
Figure 9. There are 130 words in the truth shown
on the right-hand side. The result of the automatic
segmenter, shown on the left, has the following error
counts: (i) 9 words have been split into two parts
(9 errors), (ii) 3 adjacent pairs of words have been
merged (6 errors) and (ili) one set of three words
have been merged (3 errors). Since there are a to-
tal of 18 errors we can say that 86% of the word
segmentations are correct.

An example of a poorly segmented image together
with its truth are shown in Figure 10. In this case
there are 120 words in the truth shown on the right.
the error counts of the automatically segmented doc-
ument on the left are as follows: (i) 17 words have
been split (17 errors), (ii) 18 adjacent words have
been merged (36 errors), (ili)3 merges of three ad-
jacent words (9 errors), and (iv) one merge of four
adjacent words (4 errors). Since there are 66 errors
we can say that 45% of the word segmentations are
correct.

Overall performance over ten writers writing 10
documents each, when the lines are segmented cor-
rectly, is about 60% using a set of seven segmen-
tation features. A more complex set of features is
expected to yield a higher level of performance.




e

Figure 10: Example of a poorly segmented Arabic doc-
ument by automatic English segmenter. Truth is on the
right and the result of automatic segmentation is on the
left. In this case 45% of the segmented words are correct.

5 Word Shape Matching

The word segmentation is an indexing step before
using the word shape matching for word retrieval.
A two-step approach is employed in performing the
search: (1) prototype selection: the query (English
text) is used to obtain a set of handwritten samples
of that word from a known set of writers (these are
the prototypes), and (2) word matching: the pro-
totypes are used to spot each occurrence of those
words in the indexed document database. A ranking
is performed on the entire set of test word images-
where the ranking criterion is the mean similarity
score between prototype words and the candidate
word based on global word shape features.

5.1 Prototype Selection

Prototypes which are handwritten samples of a word
are obtained from an indexed (segmented) set of doc-
uments. These indexed documents contain the truth
(English equivalent) for every word image. Synony-
mous words if present in the truth are also used to
obtain the prototypes. Hence queries such as “coun-
try” will result in selecting prototypes that have
been truthed as “country” or “nation” etc... A dy-
namic programming Edit Distance algorithm is used
to match the query text with the indexed word im-
age’s truth. Those with distance as zero are au-
tomatically selected as prototypes. Others can be
selected manually.
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Figure 11: One query word image (left) matched against
4 selected prototype images. The 1024 binary GSC fea-
tures are shown next to the images.

5.2 Word Matching

The word matching algorithm uses a set of 1024 bi-
nary features for the word images. These binary fea-
tures are compared using the correlation similarity
measure 5.2.1 to obtain a similarity value between 0
and 1. This similarity score represents the extent of
match between two word images. The smaller the
score, the better is the match. For word spotting,
every word image in the test set of documents are
compared with every selected prototype and a distri-
bution of similarity values is obtained. The distribu-
tion of similarity values is replaced by its arithmetic
mean. Now every word is sorted in rank in accor-
dance with this final mean score. Figure 5.2 shows
an example query word image compared with the a
set, of 4 selected prototypes.

5.2.1 Similarity measure

The method of measuring the similarity or dis-
tance between two binary vectors is essential. The
correlation distance performed best for GSC binary
features [10] which is defined for two binary vectors
X and Y, as in equation 5.2.1

where s;; represent the number of corresponding
bits of X and Y that have values ¢ and ;.

S11500 — $10501

d(X.Y) = é (1 -

1
[(s10 + s11)(s01 + s00)(s11 + s01)(s00 + s10)] 2

5.3 Word-Matching Performance

The performance of the word spotter was evalu-
ated using manually segmented Arabic documents.
All experiments and results were averaged over 150
queries. For each query, a certain set of documents
are used as training to provide for the template word
images and rest of the documents were used for test-
ing. Figure 12 shows the percentage of times when
correct word images were retrieved within the top
ranks scaled on the x-axis. More than one correct
word image does exist in the test set. For exam-
ple, if the word “king” occurs in document 1 twice,
and we use writers 1 through 6 for training, then
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Atleast 3
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o All words
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(b) Recall with 4 writers for training.

Figure 12: Retrieval performance of the system. All
results were averaged over 150 queries. The styles of
3 and 5 writers were used for training (by using their
documents) to provide template word images. The rest
were used for testing. The different curves report on
the percentage of times the word images were retrieved
within the ranks scaled on the x-axis.

we have 6 % 2 = 12 template word images to per-
form word spotting. The remaining test set contains
(10 — 6) * 2 = 8 correct matches in the test set. The
top curve of the figure shows that at least one cor-
rect word is retrieved 90% of the time within the
top 12 ranks. The other curves show the same when
atleast 2 and 3 correct words are retreived. Simi-
* lar plots can be obtained when different numbers of
writers are used for training. These plots are shown
in Figs. 12 13 and 14 where three, five and seven
writers were used for training.

Performance of word spotting can be specified in
terms of precision and recall. If n; is the number
of relevant words in the database, ns is the num-
ber of words retrieved, and n3 is number of rel-
evant words among those that are retrieved then
Precision = nz/na and Recall = ng/n;. Precision-
Recall curves corresponding to using three, five and
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(b) Recall with 6 writers for training.

Figure 13: Retrieval performance of the system. All
results were averaged over 150 queries. The styles of
5 and 6 writers were used for training (by using their
documents) to provide template word images. The rest
were used for testing. The different curves report on
the percentage of times the word images were retrieved
within the ranks scaled on the x-axis.
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Figure 14: Retrieval performance of the system. All
results were averaged over 150 queries. The styles of 7
and 8 writers were used for training (by using their doc-
uments) to provide template word images. The rest were
used for testing. The different curves report on the per-
centage of times the word images were retrieved within
the ranks scaled on the x-axis. Results show improved
performance over the case when five styles were used as
shown in Figure 12 and 13.
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Figure 15: Precision-Recall curves where the styles of
3 and 4 writers were used for training (by using their
documents) to provide template word images.

seven writer styles are shown in Figures 15 , 16 and
17 respectively. Finally figure 18 compares the pre-
cision at a particular recall with varying number of
writers used for training. As the number of writers
is increased, the precision at a given recall increases.

6 Conclusion

A technique for Arabic word image spotting in previ-
ously segmented images and that of automatic Ara-
bic word segmentation was discussed. A two-step
approach involving (i) Prototype selection and (ii)
Word matching were described. Performance of the
system is very promising with increased recall and
better precision as the number of writers in the train-
ing set is increased. A precision of 70% is acheived at
a recall of 50% when 8 writers were used for training.
The CEDARABIC system described as the user in-
terface provides tools for (i) manual word segmenta-
tion, (ii) information look-up on truth of every word,
and (iil) interface to perform word spotting. A set
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Figure 16: Precision-Recall curves where the styles of
5 and 6 writers were used for training (by using their
documents) to provide template word images.
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(b) Precision Recall with 8 writers for
training.

Figure 17: Precision-Recall curves where the styles of
7 and 8 writers were used for training (by using their
documents) to provide template word images. Results
show an improvement over the case when five styles were
used as shown in Figure 15 and 15.
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Figure 18: Precision at 50% recall is plotted against
different numbers of writers used for training. As more
number of writers are used for training, the precision at
a given recall increases.




of more complicated features tuned for Arabic will
result in better automatic word segmentation per-
formance and it will be a part of future research.
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Abstract

Several applications of processing of document text
based on character shape codes have been demonstrat-
ed for documents in English and other languages set in
Roman script, but ability to deal with Arabic-script doc-
uments has not yet reached the same level of sophistica-
tion.

Arabic script does not naturally divide into charac-
ters in the image domain complicating the design of
shape code sets. Many Arabic fonts are quite ornate
adding complexity to the shape classification process
and the Arabic language is agglutinative and highly in-
flected and thus requires a huge lexicon of surface
forms.

These attributes combine to make reconstruction of
Arabic considerably more complex than has been shown
for Roman-script documents.

We are developing a technique for spotting the oc-
curences of particular words of interest in Arabic script
document images.

1 Introduction

A character shape representation has been shown to
support  many  applications such as  text
reconstruction[1], postal address recognition|[2],
duplicate detection[3], language identification[4] and
topic identification[5] amongst others. Most of the work
has been applied to Roman-script documents, though
there have been reports of successful application in both
Thai [6] and Japanese [7] documents.

In Section 2 we describe some of the attributes of
Arabic text which must be taken into consideration in
shape coding.

Section 3 describes the image processing necessary
to perform Arabic Shape Coding. Section 4 describes
the shape representation for Arabic script. Section 5 will
deal with issues of representation ambiguity.
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Section 6 will describe our word-spotting
experiments and Section 7 discusses current status and
future plans.

2 Arabic Document Image Attributes

2.1 Typography

Let us define a grapheme as being a connected
sequence of characters within or comprising a word.
The Arabic alphabet has 28 letters, 22 of which have
four forms depending on whether the letter is in
isolation, in the initial, medial or terminal position of a
grapheme. The remaining 6 letters have only two forms,
isolated and terminal. The sequence of characters within
a word is connected until and unless one of these six
letters is encountered, thereby ending the grapheme.
Spaces between graphemes are smaller than spaces
between words.

Arabic characters often contain ancillary marks
such as hamza § and nuqta, 9. Some Arabic
characters share skeletal forms and therefore are
distinguished only by the number and position of these
nuqta OJ O .

Justification in Arabic script is accomplished using
keshide, or horizontal stretchiness of character images,
obviating the need for hyphenation. Thus, words are
never fragmented across text line boundaries.

2.2 Fonts

There is a wide variety of Arabic fonts in use
ranging from simple to very ornate. Fortunately most
body text is set in one of a few simple fonts.

2.3 Language and Lexicography

In agglutinating languages, words may be
comprised of several morphemes, but are easily divided
into the components that make them up. These
components are usually one root and several affixes.
Each affix typically has one meaning and represents




only one grammatical category. On the other hand,
words in derivational languages do consist of several
morphemes but their affixes represent several
grammatical categories at the same time and the affixes
are not easily detachable because they interdigitate
with the root. Some languages have a high amount of
agglutination or fusion, allowing for a large number of
morpheme combinations. Latin languages are
primarily fusional. Arabic and English are both
fusional and agglutinating, although Arabic is more
fusional.

Arabic words can take several forms depending on
their position in the sentence. Verbs change form
depending on (1) the subject’s number (singular, dual,
plural), gender (masculine, feminine), and person (first,
second, third); (2) the verb’s tense (past, present,
imperative); (3) voice (passive, active); and (4) mode
(indicative, subjunctive, jussive). The English
equivalent of Arabic’s indicative mode of the verb
study is either study or studies as in ‘they study’, ‘she
studies’, and the subjunctive mode equivalent is
English’s non-finite verb study as in ‘I recommend that
she study hard’, etc. Whilst the English representation
of the verb study only uses two forms, Arabic uses a
large number of word forms, as can be seen below. The
Arabic equivalent of the verb study takes a large array
of orthographic representations depending on its
syntactic context. This example shows the active voice,
present tense verb inflected for different subjects.
Other word forms can be generated from the remaining
tense and voice combinations. A second pass of word
form modification may take place when adding object
pronominal suffixes, conjunction particles, and verb
intensifiers. The latter modifications may be primarily
agglutinating but they do add a second level of
complexity to word forms.

Table 1: Tense: Present, Voice: Active for Arabic

Pronoun Indicative |Subjunctive Jussive
He yadorusu vadorusa] yadoruso
She tadorusu tadorusal tadoruso
You (masc.) tadorusu tadorusa| tadoruso
You (fem.) tadorusyna tadorusy| tadorusy,
1 >adorusu >adorusa| >adoruso
They (dual, masc.) |yadorusAni yadorusa| yadorusa|
They (dual, fem.) |tadorusAni tadorusA| tadorusA
You (dual) tadorusAnt tadorusa| tadorush
We nadorusu nadorusal nadoruso
They(plural.masc.) [yadoruswna| yadoruswA| yadoruswA
They (plural, fem.) |yadorusona| yadorusonalyadorusona
You (plural, masc.)|{tadoruswna| tadoruswAl tadoruswA
You (plural, fem.) |tadorusona| tadorusonaltadorusona

This variation in verb forms causes a single verb to
have hundreds of orthographic representations. The
same type of complexity applies to nouns, where each
noun is marked for gender, number, definiteness, and
grammatical case.

In addition, the fact that the language typically
indicates the consonants, semi-vowels, and vowels of
words and makes the marking of short vowels optional
adds yet another level of difficulty for graphic
recognition. Arabic text may have some, all, or none of
the short vowel diacritics marked. In most cases,
diacritics are omitted entirely and added only when the
context may cause confusion in meaning. Fortunately,
many of these diacritics are small marks that appear
above or under a base grapheme; hence, they can be
ignored completely. It might be wise to eliminate short
vowel diacritics altogether in order to reduce the size of
lexicon. Even then, the size of the lexicon is
extraordinary.

It is these derivational propertiecs of the
morphology and the inflectional nature of the syntax
which make it difficult to create an encompassing
lexicon of the language. Using a small corpus is
unlikely to facilitate finding examples of the majority
of words in the majority of contexts where they occur.

3 Image processing

Most of the image processing is the same as for
Roman text. See [9]. Text lines are processed from left
to right but at the end of the line the shape code
sequences are reversed.

3.1 Text-line fiducials

In shape coding Roman script, characters are
classified by the spaces that they occupy: the ascender
zone above the x-line, the zone between the baseline
and the x-line, and the descender zone below the
baseline.

Shape coding Arabic script requires different
fiducials largely because the concept of x-height does
not apply well to Arabic script. Nevertheless for want
of better terms we have continued to use x-line to
define the vertical position that delimits the ascender
zone from the zone immediately adjacent to the
baseline. Likewise x-height is the distance from the
baseline to the x-line and x-zone is the zone between
those two fiducials.

3.2 Quanta

In Arabic, joined character pairs1 are the rule
rather than the exception since in most cases non-
terminal characters within a word are connected to the
following character.
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Thus we were presented with three options for
segmenting Arabic text. In each case we generate a
sequence of Arabic Shape Codes (ASCs) for each
quantum encoded.

3.2.1 Grapheme segmentation

In this instance we would generate a shape code
for each connected sequence of letters. There are an
average of 3.6 and a maximum of 12 letters per
grapheme in the lexicon. This requires a fairly large
shape code set to represent the complexity contained in
the grapheme, but is the easiest from the standpoint of
image processing since all that needs to be
distinguished before encoding is the difference
between intra-word (grapheme) spacing and inter-word
spacing.

3.2.2 Character segmentation

To encode actual characters one-to-one, accurate
segmentation must be performed. All joining character
pairs do so with a horizontal segment at the baseline,
but unfortunately some characters have baseline-
aligned horizontal segments within them. Thus
character segmentation becomes tricky.

The benefit of true character coding is large
however since the transformation from the image
domain to the lexical (character) domain is trivial.

3.2.3 Over-segmentation

In this instance, drawing from the experience of
those engaged in (Roman) handwriting recognition[8],
we divide the image not only at grapheme spaces but at
all instances of horizontal segments at the baseline.
This will clearly isolate all characters but will also
break some characters into multiple segments.

In order to find segments, we search a line from
one end to the other delimiting graphemes when the
distance between the highest point of the current pixel
column and the lowest pixel column exceeds the
average stroke-height by a margin. The margin is
decided by how rapidly the pixel column height
increases. Following this approach allows us to split
graphemes at even the smallest teeth.

We over-segment graphemes and simply search
for teeth or bumps above the connector between letters.
Instead of considering the letter Ak in grapheme-
medial position to be made up of one x-height
character, we count it as two x-height segments. So the
word wS will be considered to be made up of one

1. Not to be confused with ligature characters (e.g. lam-
alef) that represent character pairs with an entirely dis-
tinct form.

ascender segment S, followed by two x-height
segments i and the word J is made up of
three x-height segments followed by a descender. The
letter a2 here was counted as two segments, the
curved part was one while its tooth was the second.

If 100% accurate segmentation of any of the three
types cited, could be performed there would be no need
for any indication in the shape coded regime of
grapheme breaks within a word. However we cannot
count on perfect performance of any of these
algorithms and so in particular to support over-
segmentation code streams we must insert end-of-
grapheme indicators to allow re-alignment in the case
of errors.

3.3 Word boundaries

In Roman script, a single line of text contains a
relatively large number of small inter-character spaces,
and a smaller number of wider inter-word spaces. The
distribution of space width shows two peaks indicating
the modal widths of inter- and intra-word gaps.
Because of the connected nature of Arabic, there are
many fewer spaces per line. Although grapheme spaces
are still more numerous than word spaces, grapheme
spaces are often not markedly different from word
spaces.

Arabic text has a large number of auxiliary marks
above, below, and sometimes between letters. These
marks may be diacritics, hamzas, or nigat (dots).
Because diacritics in Arabic are not consistently placed
on all letters, we do not currently handle them. A
majority of business text and news uses few diacritic
markings if any at all. However, the hamzas and niqat
are extremely important for distinguishing many letters
from one another as some letters share the same basic
skeletal form and only differ in number or position of
nigat. We assume all hamzas and nigat are placed
somewhere within the width of the region spanned by
the character’s skeletal. These auxiliary markers appear
either above or below the base-line, so we characterize
each segment with a property indicating the position of
its auxiliary marks if there are any. Letters such as

2 have three niqat placed very close to one another
in a trianguiar form above the letter’s teeth. These nigat
may or may not touch, and they may be offset so that
they are in the region of either of the two segments that
compose its teeth, but their shape is guaranteed to be
triangular. We simply associate the markers with one of
the segments of the letter and at the word recognition
stage we use algorithms that allow these different
possibilities to match the same letter.
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4 Shape classification

Having settled on a shape code representation
based on over-segmentation, we define a four bit shape
code for each segment thus encoded. Two bits define
whether the skeletal of the character occupies the
ascender, x-height and descender zones and one bit
each to define the location of auxiliary marks above or
below the skeletal.

Word Shape Tokens (WSTs) are shape code
sequences delimited by word separators.

Figure 1: A few words of Arabic text showing the
shape codes for each segment

5 Representation ambiguity

If we had a perfect OCR there would be no
ambiguity. That is for each word shape code there
would be one, and only one, corresponding entry in the
surface form lexicon. Shape coding is a
computationally efficient but lossy process and
therefore, even if done perfectly, there is an ambiguity
of representation since one shape code may represent
more than one grapheme, character or segment.

We measure ambiguity in several ways, two of
which yield a concise metric for the expected utility:
average number of surface form words per WST and
the proportion of WSTs that represent exactly one
surface form word.

The actual ambiguity is a function of lexicon size
and diversity (generality) [9] and the characteristics of
the shape code set.

Our initial experiments based on coding entire
graphemes with a single shape code yielded
unacceptable results with an average of 67 words
encoded by each WST

Our next experiment was to attempt character
segmentation which resulted in a dramatic reduction in
representation ambiguity but was too highly sensitive
to incorrect character segmentation.

We have finally settled on an over-segmentation of
the graphemes We believe the results, shown in Table 2
below, will be sufficiently good to support a number of
shape code based applications. This shape
representation leads to a lexicon structure as shown in
Table 3

Table 2: Ambiguity of various Arabic shape code
representations with English, French and German for
comparison.

g e et Ay
Arabic
Grapheme[24320070 16 67.22 0.19
Character 24320070 12 3.78 0.47
Segment [24320070 12 2.46 0.59
Roman
English 246906 5 1.40 0.84
French 514637 5 1.73 0.76
German 316035 6 1.51 0.75

Table 3: Snippet of lexicon indexed by word shape
token

Word Shape Token| Word 1 Word 2 Word 3
0000 000! 0100 —slia —iSa
0000 88?8 0000 suitable gainfully
employed
0000 0100 0000 -y -l <l
0010 make cubic|{ he jests he plays
T
0000 0001 1000 |—atecet
0100 0100 0000 of you

0101

0000 0000 0000 3 s

0000 0001 1000

1000 0000 0000 | 'mporter

0000 0000 0000 | ¢ paiaiudo| ¢ ptiaimi

0001 0000 0000

ill be ou will
0000 0001 0000 |YOUW! you.
given a enjoy
0001 0000 0000 | &7 yourself

1001

6 Word spotting

We have previously demostrated the efficacy of
character shape coding of Roman script for a word-
spotting application [10]. We now adapt this technique
to Arabic script.

We used as a database 100 document images of
sysnthesized news articles. We selected 20 nouns from
current news feeds to be used as search terms in this
experiment.Table 4 shows the various represtations of
the search terms along with their frequency of
detection in . A document was considered to be found
if the search term is found in the document.

The first stage was to check whether we achieved
100% precision and recall based on the Unicode search
term applied to Unicode news articles.

The second stage was designed to demonstrate the
potential for Arabic Shape Coding and for the
particular algorithmic transliteration that we have
developed. Transliterations of the Unicode search
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Table 4: Different representations of search terms and their frequency of occurence in the database, trasliterated truth
and image-based Arabic Shape Codes.

Arabic Buckwalter ASC Approximate Unicode Shape-coded Shape-coded
translation transliterated [document image
Unicode
“w e Hgwg 0189 rights 45 45 44
1 A oAb ‘ AstxdAm | 4000110048 usage 52 52 49
b .
A ek
\
} 3 lmjls 4024000 for the council 51 52 52
-
T AEtyAl 4112448 arrest 60 63 63
(1]
Ve e, AtfAqQyp 4114125 contract/ 38 38 37
umt agreement
N
. . 1ndn 41009 London 48 48 48
N
JITRN N grynt$ 18211010 Greenwich 38 38 35
t AljmyE 442028 everyone 39 42 38
v A
N AlnSr 4410108 publishing 38 38 32
ow ‘
oy AlmErfp 4400815 familiarity/ 39 39 33
q&‘)‘ﬂdﬁh knowledge

‘],. Sb bAkstAn | 244000149 Pakistan 39 39 33
...1 n AlSHAfpP 44000415 journal 36 39 26

.a] jwlp 2845 tour 35 35 30
E A

v \jﬂ gAdp 14005 leadership 44 60 58

5
N S :_t wAshnTn 84010149 Washington 36 36 34

1
L

LS J
. R ] Algrbyynj; 44182229 Westerners 34 34 31
! TS
.-1 ] “ AlslTp 44000445 ruling power 24 29 26
-1 T tHgygAt 10121410 i.nterro'gati‘ons/ 13 13 13
[ | investigations
[
) .-]1' ]t Al1TAQpP 444415 energy 20 25 24

(N S mHkmp 00405 court 10 10 10

1

terms into WSTs were probed for in the transliterations 100%. Precision would be somewhat reduced due to
of the Unicode news articles. In an error-free the ambiguity introduced by the shape coding process.
environment, the expectation is that recall would be
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The third stage of the experiment is to evaluate
performance based on transliterated search terms and
synthesized document images.

Precision and recall measures for each stage are
shown in Table 5.

Table 5: Results

Unicode | Shape-code | Shape
transliterate | coded
d Unicode |document
image
Precision 100 95.4 93.8
Recall 100 100 97.0

From these data we can see that the shape coding
process introduces a very small amount of ambiguity
and the process of deriving shape codes from images
introduces noise that slightly degrades both precision
and recall.

A fourth step, not yet realized, is to degrade the
document images in various ways and to re-run stage 3.

7 Status and plans

We believe we have developed a useful tool for
spotting the occurrences of specific search terms in
document images.

What we described here is a core technology
around which we believe, based on prior experience
with Roman character shape coding and a
demonstrated favorable level of shape coding
ambiguity for Arabic, will support a wide range of
applications.

We have shown reasonable results in terms of
precision and recall on Arabic script documents at a
low computational burden and with robustness to
image quality degradation characteristic to shape
coding as opposed to OCR.

Other applications, as
Introduction, will follow.

alluded to in the
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Abstract

The creation of a handwritten Arabic recognition sys-
tem capable of processing degraded pages presents
many technical challenges. Some of those challenges
are particular to the Arabic language and some to
handwriting recognition in general. Other challenges
are common fo both machine-print and handwritten
recognition because handwritten Arabic often resem-
bles machine-print Arabic. Therefore, an effective ap-
proach to the development of a handwritten Arabic
OCR may be to start with a machine-print Arabic OCR.

NoveDynamics has undertaken the task of adapting
its high-performance machine-print Arabic OCR for
Arabic handwriting. This paper describes the motiva-
tion for pursuing this particular approach as well as
the initial results obtained. Performance metrics for
early versions of an Arabic handwritten system applied
to degraded pages are reviewed, and prospects for fu-
ture progress described. It is shown that NovoDynam-
ics’ machine-print Arabic OCR is a solid foundation for
Arabic handwriting recognition and that it has charac-
teristics that make it an attractive candidate for adapta-
tion to other languages as well.

1 Introduction

NovoDynamics’ machine-print Arabic Character
Recognition System (ACRS) and supporting tools have
been developed to tackle the inherent difficulties of
performing character recognition on low-quality docu-
ment images. Because machine-printed Arabic is script-
based, the underlying algorithms in ACRS are readily
adapted to handwritten documents. The system also
incorporates Arabic-specific features in the recognition
algorithms which can be leveraged for handwritten Ara-
bic recognition. As a consequence of these early design
choices, it is plausible that ACRS can provide a solid
foundation for the development of a handwritten recog-
nition system. If true, the development time of such a
system can be minimized — a substantial benefit in
terms of availability and cost. However, at the outset, it
is not certain that ACRS can be leveraged in this way,
so our development work begins with a feasibility study
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whose principal goal is to validate this approach and to
provide insight into the development tasks required to
produce a high-performance handwriting recognition
system, using ACRS technology as a starting point.

This paper thus describes results obtained as part of
a handwritten Arabic OCR feasibility assessment. The
study was designed to gauge the performance of ACRS
when it is used for Arabic handwriting recognition. In
the following, the acronym HACRS refers to ACRS
when it is used for handwriting recognition. HACRS
1.0 is actually identical to ACRS version 9.1, however,
because no modifications were made to the machine-
print system before obtaining the baseline measure-
ments for handwritten input.

The technical assessment of the study consists of
two components: (1) character and word accuracy of
non-degraded (“clean”) document page images, and (2)
character and word accuracy of degraded images. For
each component, the origin of specific OCR failures
have been identified and used to form a realistic devel-
opment plan. This report primarily addresses the second
component concerned with degraded pages since its
results are more indicative for real-world applications.

Section 1.1 highlights some issues concerning Ara-
bic handwriting recognition while Section 1.2 outlines
the architecture of ACRS and its individual modules.
Section 2 summarizes the feasibility study, and Section
3 highlights recommended tasks for the development of
ACRS as a handwriting recognition system. Section 4
briefly describes the initial performance gains obtained
primarily from training the recognition system on
handwritten Arabic.

1.1 Handwritten Arabic Recognition

Handwritten Arabic documents present special chal-
lenges for character recognition. Like handwriting in
other languages, many Arabic handwritten texts are
unreadable or barely readable by native readers of the
language — often context is needed for correct interpre-
tation. The example shown in Figure 1 illustrates some
issues that arise in handwritten Arabic.
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Figure 1. Two examples of Arabic handwriting

First, location and normalization of text lines is
much more complicated in handwritten Arabic than
machine-printed Arabic. Within a single machine-
printed document zone, line spacing is even and pre-
dictable. Machine-printed lines are normally straight,
except for skew introduced during scanning. In con-
trast, handwritten documents may contain tilted, un-
even, and overlapping lines. Flourishes and other non-
text marks may connect one line to another, or intro-
duce extraneous lines. Uneven writing introduces addi-
tional ambiguities in line position and extent.

A second major complication is the variation in
character forms appearing in handwritten Arabic. Al-
though there are many machine-printed Arabic fonts,
each is reasonably predictable and machine-printed
documents are fairly consistent in the character forms
they contain. Handwritten documents reflect the eccen-
tricities of individual writers, as well as regional differ-
ences. As in other languages, letters may be obscured or
left out in documents written by hand. All of these fac-
tors increase recognition difficulty.

1.2 ACRS Background

Although OCR technology has been under develop-
ment and successfully commercialized for decades,
significant limitations still exist in the application of
OCR to real-world document collections. Scanned or
faxed documents comprise important sources of infor-
mation for government applications. The resulting im-
ages are often noisy, low in resolution, and of poor im-
age quality, due either to the quality of the paper origi-
nals or to artifacts introduced by imaging and transmis-
sion. Unfortunately, most commercial OCR systems are
designed to read high-resolution, high-quality document
images. Generally, such systems perform poorly on
faxed or low-resolution scanned documents. Addition-
ally, “off-line” OCR systems ordinarily are not de-
signed to handle the connected characters used in
scripts such as machine-printed Arabic or handwritten
Arabic and English.
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A fundamental limitation to recognition performance
in most OCR systems is a high character segmentation
error rate. In low-resolution scanned or faxed docu-
ments, recognition errors are introduced because char-
acter separations are not resolved by the imaging device
or characters are connected by image artifacts. Charac-
ter segmentation failures represent the major source of
misrecognized characters in low-quality documents. In
such cases, the performance of the OCR system often
degrades to the point where the output becomes unintel-
ligible. These problems are even more significant for
OCR on script documents, where there may be no
spaces to separate characters.

Typical OCR systems produce a pure text output
data stream, for example ASCII or Unicode. A single
top-choice result is produced for each character, regard-
less of the confidence of the recognition. In reality,
even though the top choice may be incorrect because of
image quality or artifacts, a second choice may be cor-
rect but it is not included in the output. Comparison
against a lexicon of possible words may allow recovery
from top-choice errors, but only if the lexicon contains
the word to be recognized. Proper nouns and technical
jargon are rarely included in general-purpose lexicons.
As a result, OCR errors are more probable on special-
ized query terms of most significance to document re-
trieval applications.

ACRS has been designed from the outset to over-
come the limitations of standard OCR systems. In fact,
ACRS accommodates low-resolution, low-quality text
through special page image processing algorithms. The
recognition processing modules have been developed
specifically for script languages in order to minimize
segmentation errors. Internally, the system generates
multiple recognition hypotheses in order to maximize
the probability of correct recognition when a lexicon is
available or when application logic provides a basis for
choosing among multiple character hypotheses.

The ACRS processing flow is shown in Figure 2. At
a high level, the system consists of two stages: Page
Processing and Recognition Processing. Page process-
ing operates on the input image to verify the language,
clean up the image and remove artifacts, break down
the image into regions or zones of text, and finally ex-
tract lines of text which are processed for recognition.
Each module has been tuned to detect and reject image
artifacts and noise. The ACRS modules are described
further in the following subsections, with an eye to
Arabic handwriting recognition.

1.2.2 Image Preprocessing, Page Decompo-
sition, and Line Segmentation

During image preprocessing, a TIFF-formatted bi-
nary image of a single page or zone is transformed into
an efficient internal representation for high-speed proc-
essing with a low memory footprint. The image is first
analyzed to determine whether it is a fax. If a fax
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Figure 2. ACRS approach to recognition of
individual lines.

header is detected, it is located and separated from the
image with the header text contents possibly added to a
metadata file. The noise content of the image is meas-
ured and a decision model is used to determine whether
noise filtering is necessary.

If required, a noise removal module is applied; this
module is aggressive in removing even heavy salt-and-
pepper noise, without removing content that may be
dots associated with Arabic characters. Once the image
has been cleaned, overall page characteristics such as
gross orientation and fax type are assessed. Orientation
and the aspect ratio of low-resolution faxes are cor-
rected, if necessary. Finally, small angle image skew
(rotation) is measured and corrected.

Page decomposition is then performed on the de-
skewed image to segment the page into zones with
similar characteristics such as size and stroke width.
Graphics, images and other non-text items are removed
from further recognition processing. Each text block is
then partitioned into individual lines of text by the line
segmentation module. The text line images are normal-
ized and passed to Recognition Processing.

1.2.3 Over-Segmentation

An over-segmentation recognition strategy has been
implemented to overcome the limitations of traditional
character segmentation when presented with low-
quality imagery or connected script. The goal of over-
segmentation is to split, or segment, an image of text
into primitives, pieces containing an individual charac-
ter or a portion of a character. The task of correctly
assembling primitives into characters is performed later
in conjunction with character recognition. A primitive
that contains multiple characters represents a segmenta-
tion error because correct individual characters cannot
be reconstructed from it. Therefore, the over-
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segmentation algorithm is tuned to produce character
fragments, rather than multiple characters, by incorpo-
rating language-specific characteristics such as the
strong baseline in Arabic text.

The primitives are reassembled into various combi-
nations, called unions. Unions are formed from con-
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Figure 3. Over-segmentation and the formation of
multiple segmentation hypotheses. Heavy box borders
indicate correct characters.
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tiguous primitives, preserving their spatial relation-
ships. Among these unions are the ideally-segmented
characters, as illustrated in Figure 3. The union images
are passed to the character recognition module, which
simultancously determines the final segmentation and
recognition outputs.

1.2.4 Character Recognition

During character recognition, each union is proc-
essed by a feature extractor to obtain a vector of de-
scriptive attributes. The feature extractor is a module
designed to systematically extract particular character-
istics (features) that discriminate one character from
another in a given script, for example, character curva-
ture or the presence of dots. These features are then
passed to a classifier trained on features from characters
of the appropriate language and script. Obviously, a key
question with respect to handwriting recognition is
whether the features used for machine-print Arabic are
fully effective or whether a more suitable feature set
must be found.

The output of the classifier is the set of probabilities
linking each union to each of the valid characters. The
use of probabilities can dramatically reduce the breadth
of search in the subsequent dynamic programming step,
because the majority of entries are zero and can be ig-
nored. The classifier probabilities for each of the unions
are stored in a 3-dimensional array, termed the recogni-
tion array.

1.2.5 Dynamic Programming

The recognition array is passed to a dynamic pro-
gramming algorithm, which transforms the information
in the recognition array into a sequence of characters,




performing both final segmentation and recognition.
The dynamic programming algorithm determines the
sequence of unions that yields the highest cumulative
character confidences across a line. One benefit of the
dynamic programming framework is that the character
confidences supplied by the classifier may be aug-
mented with bonuses or penalties based on supplemen-
tary information such as a general-purpose lexicon,
image-domain information such as character spacing, or
linguistic constraints such as the rules for assigning
language-specific character forms.

2 Feasibility Study

As noted earlier, this paper focuses upon results ob-
tained as part of a handwritten Arabic feasibility study.
The following sections summarize what was observed
when processing degraded pages of handwritten Arabic.

2.1 Experiment Design

In the degraded page study, the effects of degrada-
tion on recognition performance, and the differences
between performance results for individual writers were
examined, both on the clean “Accepted” set images,
and on the mixed “Degraded” set.

For the Degradation Tests, character and word rec-
ognition performance were measured for the 496 im-
ages in this data set, on the 5 different treatment catego-
ries: Clean(none), Skewed, Streaked, Speckled, and
Darkened—and then characteristics of the degraded
images were analyzed to determine what conditions, in
interacting with the ACRS recognition software, might
explain the performance differences found.

For the Writer-Specific Analyses, results for charac-
ter and word recognition rates per page, for each writer,
were examined for both the Accepted and the Degraded
image sets. The correlations of the character and word
rates in terms of the rankings for each writer were also
considered. Following this, the writing of those writers
representing extreme cases in the distributions were
reviewed to look for characteristics that might explain
why these were outliers.

2.2 Degradation Tests

Results of the performance analysis for the five dif-
ferent degradation treatments, both character and word
recognition rates, are shown in the attached statistical
tables and histogram plots found in Appendix A (“Per-
formance Results Charts™). These are placed in order of
our expectations for performance (best to worst),
namely: Clean, Skewed. Streaked, Speckled, and Dark-
ened. The plots and tables both show the numbers or
percentages of pages having particular word or charac-
ter recognition rates. Cumulative and inverse cumula-
tive plots are also included to make it easier to find the
medians, and the numbers of pages having scores more
or less than a given percentage.
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Overall, these results on degradation are quite good,
even somewhat better than expected. For all of the deg-
radation modes except for the worst (Darkened), the
decrement in performance is fairly minor, and for the
Darkened case, the character recognition rate drops by
only a fourth (mean) or fifth (median), while the word
recognition rate drops by about half. This is significant
because many systems would lose much or nearly all of
the text in the Darkened case. Moreover, for the
"Speckled" case, performance actually improved
slightly, over the Clean case. These two results, in par-
ticular, are a direct result of the noise analysis and re-
moval capabilities present within ACRS. And, it is
worth emphasizing that these results are for handwritten
data, using a system that has been designed and trained
to operate on machine-printed text.

2.3 Experiment Interpretation

A more detailed analysis of these degradation test
results reveals some interesting aspects. On the charac-
ter recognition side, compared to the Clean case (Me-
dian 32.9, Mean 35.8, Max 66.9), the Skewed case is
very close (Median 31.5, Mean 33.3, Max 61.43). In
fact, our expectation is that normally the Skewed im-
ages would show no performance differences at all,
except for the fact that some of the text is cut off by
clipping, and is thus completely lost. The figures we see
here may therefore represent close to an upper bound
on performance for the Skewed set, in terms of what
text is actually Ieft on the page. In other words, these
small differences may be almost entirely due to outright
loss of text, rather than difficulties in handling skewed
pages.

For the next, Streaked case (Median 29.4, Mean
31.3, Max 63.9), there is a drop of a few percentage
points—again fairly minor. The additional errors fall
into two groups. For the horizontal lines, even though
algorithms to ignore underlines arc implemented in
ACRS, if the line is connected to a descender, there
may be cases where it would not be correctly elimi-
nated, and this would interfere with the recognition of
that word and its letters. For the vertical lines, there is a
detection and removal algorithm for purely vertical
lines such as those that might be generated by a fax
machine. This should do a good job of removing most
of vertical lines, however, in some cases, these lines are
not perfectly vertical and thus might not be adequately
detected and removed by the current algorithm.

The Speckled case (Median 34.7, Mean 35.5, Max
70.3) provided a real surprise. While performance was
expected to be slightly worse than the above two, in
actuality it was slightly better than the Clean result, by
a couple percent, at both the low and high end. A care-
ful examination of these cases revealed two things.
First, the degree of noise is generally light, and the
noise is generally less dark than the text—making it
fairly easy to remove with our binarization algorithms.




In addition, something not noticed earlier is that the
method used to create the speckle also apparently thick-
ens the strokes of the characters somewhat, making
them slightly easier to recognize, as well as joining the
characters of words together more tightly. The latter
effects apparently led to the observed improvements.

Finally, for the Darkened case (Median 25.6, Mean
26.8, Max 66.9), there is a larger drop in performance,
as one would expect given the large amount of dark
noise that is added to the images—about 7 percentage
points in the Median (20% lower), and 9 percentage
points in the Mean (25% lower). Still, these are not very
significant drops considering the extent to which the
quality of the image has deteriorated. Again, this ability
to recover text in the face of fairly heavy noise is due to
the noise assessment and filtering algorithms present in
the ACRS system.

On the word recognition side, the picture is some-
what the same. For the Clean case, the performance on
the 496 image set used for this test 1s reasonably good
for handwriting, using a machine print-based system
(Median 9.1, Mean 11.9, Max 42.4). The Skewed case
is barely different (Median 9.1, Mean 11.5, Max
36.2)—the main differences are felt on the high end
(Max 36.2 compared to 42.4), as onec might expect due
to the clipping effects cited earlier. The Streaked case
shows more degradation in performance (Median 6.9,
Mean 9.5, Max 40.8), but only a couple of percentage
points, again due to the errors in detecting and remov-
ing the spurious lines that were mentioned above.

As with character recognition, word recognition
rates on the Speckled case (Median 10.7, Mean 13.3,
Max 56.1), were actually a bit better than even the
Clean case, especially for the best pages. Again, it ap-
pears this was due to the thicker characters, leading to
better intra-word joining, that resulted from the speck-
ling treatment of the page. Finally, the Darkened case
showed a more significant decline, as expected (Median
3.9, Mean 6.8, Max 46.2) for the averages—however,
these represent a drop of only 40-60 percent in per-
formance levels—not bad considering the severity of
the degradation, and, on the best pages, some improve-
ment over the Clean case was found, again likely due to
the thickening of the character strokes, similar to the
Speckled case.

2.4 Writer-Specific Analyses

The second set of analyses had to do with looking at
performance differences between individual writers.
These results are summarized in charts which also ap-
pear in Appendix A. The first pair of these shows the
writer IDs sorted by their Accepted set character recog-
nition performance along the x-axis. We then have the
character recognition rates for the Accepted and De-
graded image sets in one graph, and the corresponding
word recognition rates for the two image sets in the
other graph.
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These charts show that the deterioration in character
and word recognition performance for different writers,
actually varies to some extent. Some (such as DR, AA,
MC, and AH) are hit harder than others by degradation,
while a few (MS, JB, and JC) actually seem to get bet-
ter. (Though the fact that these are at the low end to
start with suggests that the improvement seen may be
due to the fact that their worst pages were thrown out in
going from the 568 Accepted image set, to the 496 De-
graded set). As it turns out, AA and MC degrade more
rapidly because their writing is small. DR has taller
lines, but this comes mainly from large ascenders—the
interior characters arc also small and thus easily dam-
aged by degradation or noise. AH suffers under degra-
dation for a different reason—the text lines in this writ-
ing are sloppy, not straight, and not well-separated, so
that when noise is added, it becomes very difficult to
segment them from each other.

It can also be seen from the word recognition chart
that character and word recognition performances do
not go strictly hand-in-hand.

In the second pair of charts, the correlations of the
character and word recognition rankings of the 19 dif-
ferent writers are shown, in one case for the Accepted
image set, and in the other for the Degraded image set.
What the charts show, in particular, is where the two
recognition rates are distinctly different for certain writ-
ers, based on specific characteristics of their writing.
The fact that Accepted results differ from the Degraded
results, indicates that different writing styles have vary-
ing abilities to survive the effects of degradation. Thus,
in attempt to summarize the above discussion about
performance rates for different writers, it appears there
arc a small number of basic principles which explain
most of the differences seen over all four charts, some
of which are more obvious than others. They are:

e Well-formed, distinct characters will be more

easily recognized than sloppy ones, and better
able to survive degradation

Likewise, well-formed, distinct words will be
more easily recognized than sloppy ones, and
more robust with respect to noise

Small letters, if written in a very regular fash-
ion, lock more like machine-print text and are
likely to be better-recognized by our machine-
print text recognizers

Small letters, because of their size however,
are less able to survive degradation, especially
severe degradation

Tall letters, if written well with uniform scal-
ing, can also be fairly easily recognized, but
can also survive degradation processes intact
enough to still be recognized

Some writers have very tall ascenders and de-
scenders, but with other characters being




Jfairly small. This can reduce character recog-
nition rates on the smaller characters, because
after normalizing a line or word to the larger
character size, the smaller ones are too small
to be easily recognized.

On the other hand, some writers who have this
style of writing (which is often also very script-
like, sometimes with "elided” characters that
are barely present—almost like cartoon
strokes)—some of these writers also naturally
emphasize "key" letters that are needed to rec-
ognize the word. If there is enough informa-
tion in these emphasized letters to clearly
identify a word in the language, then the word
may still be recognizable, even if some of the
characters are not.

Some writers make the separation between
words very distinct, and/or tie together the let-
ters of the same word, either in terms of prox-
imity or actual connection. This improves word
recognition.

Other writers write the characters of a word in
a more spread-out or broken fashion, and often
have breaks between the words that are not
obviously larger—this makes it difficult for the
character segmenter to assign word breaks ac-
curately, especially after degradation.

Some writers make straighter lines of text,
while others make curved or skewed lines; the
latter are more difficult because the line seg-
menter is currently built to handle straight,
uniformly oriented, machine-print lines.

Some writers put more separation between
lines than others. When there is less separa-
tion, especially in cases of strong degradation
in the form of noise, it is more likely that line
boundaries become confused, and the lines
possibly merged, which basically loses all of
the text in both.

In looking at the rank correlation charts, it can be
seen that DD, JP, and JPH on the 568 Accepted set
chart have better word recognition rates than their char-
acter rates would suggest, while PP and JM are worse.
DD and JP are examples of very script-like writing,
with elided characters, but such that key characters are
emphasized, allowing word recognition to occur, de-
spite poor character rates. JPH appears to do better,
because the word separations are particularly distinct in
this writing, while the characters are only moderately
good in terms of recognition. For PP and JM, on the
other hand, while the characters are reasonably well-
formed, the words are somewhat sloppy, and not well-
separated.

For the 496 Mixed Degraded image set, on the other
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hand, we see in the second chart of this pair that JPH
and AH perform better than expected in terms of word
recognition, while BW and JM perform worse. Again,
JPH, as mentioned earlier, has very good word separa-
tion, which augers well in the face of noise and other
forms of degradation. AH was lower in both character
and word performance under degradation, apparently
due to line segmentation issues but, in relative terms,
the word rate here survived better because the letters
are large and well-written, and the words are reasonably
well-separated, even though the lines are somewhat
sloppy and not well-separated. BW does more poorly
because the writing is small, and there isn't good sepa-
ration between the words—which gets worse when
noise is added to the image. Similarly, JM, as noted
earlier, has good characters but the words are sloppy,
somewhat broken, and not well-separated, and the lines
are not well-separated—all of which lead to segmenta-
tion problems when noise is added.

3 Recommended System Development

The ACRS feasibility study results described in Sec-
tion 2 show that it is very likely to be feasible to con-
struct an effective Arabic handwritten recognition sys-
tem, using ACRS as the foundation. In fact, the study
provides good reason to believe that well-understood
engineering modifications to ACRS will result in a
high-performance system that is capable of processing a
wide range of real-world handwritten material. The
results of the feasibility study also highlight the proc-
esses within ACRS that require adaptation, extension or
replacement before handwriting can be recognized re-
liably. Most important among these processes are line
segmentation, character segmentation and recognition,
and word recognition.

Based on the encouraging results of the feasibility
study, the envisioned handwriting recognition system
will be developed on the foundation of the existing
Arabic Character Recognition System. The page and
recognition processing capabilities of that system will
be extended to accommodate the unique characteristics
of handwritten Arabic.

More specifically, the adaptations of the ACRS sys-
tem needed to account for handwritten material are
summarized in Table 1.




Module Requires Comments
Modification
Script Yes Tune existing
Discrimination handwritten vs.
machine-print
discriminator
Image Yes Tailor page
Preprocessing ‘characterization’
to handwritten
Arabic
Page No Use existing
Decomposition ACRS capability
Line Yes Modify for
Segmentation handwritten lines
Over- Yes Modify for hand-
segmentation written segments
Character Yes Retrain character
Recognition classifier
Classifier Reevaluate liga-
ture handling
Dynamic Yes Tune for modi-
Programming fied classifier
Recognition outputs

Table 1. Modifications to the ACRS for Handwritten

Arabic Recognition.

4 Current Status of Handwritten Arabic

This paper has focused on the results of a handwrit-
ten Arabic feasibility study carried out by NovoDynam-
ics earlier this year. Since the completion of the study,
the development of a handwritten Arabic system based
on ACRS has begun, focusing on the modifications
noted in the previous section. To date, the results have
been excellent. Specifically, the current character rec-
ognition rate is approximately 55% (i.e., a 66% in-
crease) even though the newly developed handwritten
training and test materials are much more challenging
with respect to writing style and neatness. These devel-
opments will be the subject of a future report.
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Appendix A: Quantitative Results

Al

Degradation Test—Clean Set

Word Rate on Clean Images
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A.2  Degradation Test—Skewed Set

Character Rate on Skewed Images

Rate  Pages %
0-z5 97 19.6
25-50 378 76.2
51-75 21 4.2
TOTAL 496 100.0
Median 3.6
Mean 33.3
Max 61.4
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A.3 Degradation Test—Streaked Set

Character Rate on Streaked Images

Rate  Pages %
0-25 96 19.4
25-50 382 77.0
450 51-75 18 3.6

TOTAL 496 100.0
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A4  Degradation Test—Speckled Set

Character Rate on Speckled Images

Rate  Pages

0-2% 79 15.%
25-50 363 74.4
51-75 a8 9.7
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A.5  Degradation Test—Darkened Set

Cum Page Frequency

Cum Page Frequency

Character Rate on Darkened Images

500 'i 5 R Rate  Paqes 8
206 41.5
25-50 280 56.5
450 51-78 1t 2.0
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A.6 Writer Assessment—Performance Rates

568 Accepted vs. 496 Mixed Degraded Page Character Rates
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A.7 Writer Assessment—Rank Correlations

Char vs. Word Rankings - 568 Accepted Pages

-2
3
X
c
3]
4
9
]
14
2
o
2
[m] o O a1] = I < [1'd
m o o R ] E & = - % g g I % E % <I( LEJ § o
Reverse-Sorted on Accepted Character Rate Rank. 19th to 1st
Char vs. Word Rankings - 496 Mixed Degraded Pages
L
X
c
[}
[v'4
8
[
[ 4
B
o
s

DD

-
=

o @ o
= o T < =z = o =

o
a < ° I g —° = =

AUG

I
o
2
d

Reverse-Sorted on Mixed Character Rate Rank. 19th to 1st

153




154




Cross Domain Applications




156




Robot Navigation Techniques
for Engineering Drawing Analysis

Thomas C. Henderson

Chimiao Xu

School of Computing
University of Utah
Salt Lake City, UT 84112 USA
tch@ces.utah.edu

Abstract

Engineering drawings provide o significant chal-
lenge to image analysis. The goal is to take a
scanned engineering drawing image and produce an
interpretation of the contents in terms of charac-
ters, digits, arrows, line segments, dimensions, etc.
Our goal is to incorporate these results into a legacy
system re-engineering process (e.g., image analysis
mast provide parameter values for manufacturing
features like counterbore holes, etc.). We propose
to treat the problem in two steps: (1) determine a
good set of feasible points which constitute the mark-
ings on the page, and (2) subsequently treat these
as a 2D floor plan that is explored by a tiny mobile
agent that navigates through the drawing and pro-
duces a map. The trajectories followed by the agents
allow a segmentation of the image into basic geomet-
ric units: straight line segments, end points, branch
points, etc. In this paper we study static Pseudo-
Range Maps (PRMs) to identify point features in
the image.

We believe that this approach can be applied to any
kind of line drawing material where the objects of
interest can be segmented. We conjecture that it will
also be possible to characterize and identify processes
that create such line drawings (e.g., people, printers,
etc.).

1 Introduction

Almost all legacy engineering designs involve 2D
CAD drawings. The most common tasks for the
re-engineering of legacy systems include the modifi-
cation of existing designs to make a new design, or
the synthesis of 3D models from multiple 2D views
(usually available as engineering drawings). Au-
tomatic engineering drawing analysis offers a use-
ful tool in the interpretation of engineering draw-
ings when the original electronic CAD is not avail-
able. Engineers engaged in reverse engineering rely
heavily on the scanned engineering drawings from
blueprints as well as 3D data from the available
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physical parts. Our goal is to aid the design process
by achieving the most accurate image segmentation
possible in order to permit the best interpretation of
annotations in digitized images of CAD drawings.

The automatic analysis of engineering drawings
has posed interesting and challenging research top-
ics in docuinent analysis, pattern recognition, image
processing and computer vision for a few decades
[19, 22-25]; however, the complete analysis of engi-
neering drawings is still an unsolved problem. Most
extant systems exhibit brittle performance when ap-
plied to real world image sets. (See Tombre [1] for
an overview of the field and Kanungo et al. 2] for
insightful commentary.) Most previous work deals
with the interpretation of particular symbols and
structures in CAD drawings (e.g., straight line vec-
torization [4, 12, 16], arcs [20], and dimensioning
analysis [3, 5]). Our survey shows that previous re-
search focuses on methodologies and algorithms for
individual aspects of the problem and only achieves
good overall performance in special circumstances.
Most of the known algorithms and procedures re-
quire noise-free conditions which is usually an un-
realistic assumption. Research is still underway in
this area due to real world application demand, and
no existing system works well universally.

We have studied this problem for a number of
years (e.g., see [8-11, 22]). That work explored the
use of structural constraints in the underlying doc-
ument elements, and feedback mechanisms to rein-
force paths to successful interpretations. However,
one constant issue is the poor quality of the image
segmentation of the engineering drawings.

We propose to improve the image segmentation
process by taking advantage of the fact that engi-
neering drawings are human artifacts and thus have
a regular structure. Moreover, this structure is quite
similar in nature to the 2D floor plan of a building
layout; e.g., lines are like hallways. Figure 1 shows a
typical layout to be explored and mapped by a mo-
bile robot. Similarly, the scanned digital image of an




Figure 1: Building Layout for Mobile Robot Map-
ping

engineering drawing has errors and noise, and there-
fore poses difficulties for standard image processing
techniques. We propose a paradigm shift: view the
drawn lines and symbols as hallways, rooms, etc.,
and use robot navigation and mapping methods to
analyze the drawing structure. Mobile agents are
placed “inside” the drawn lines and located with
subpixel precision. The gray levels serve as a density
function, and a pseudo-range scan can be performed
at any pixel (the background of the line drawing im-
age serves as the solid surfaces). The engineering
drawing analysis is now defined as a robot mapping
problem. We propose to demonstrate that features
important to the drawing analysis can be extracted
using this approach. Ouce these features can be ro-
bustly extracted, we believe that it is possible to
obtain the line segments and structures necessary
for high-quality drawing interpretation. The method
also makes it possible to learn interesting structure
within the image automatically. Finally, localiza-
tion methods can be used to match models of known
structures (e.g., letters, digits, arrowheads, etc.).

In this paper we explore the static use of pseudo-
range maps at individual pixel locations to classify
O-dimensional features (i.e., point features), includ-
ing: (1) end points, (2) interior corridor points, (3)
corner points, and (4} branch points. Performance of
this approach is demonstrated on engineering draw-
ing images for which ground truth is available.

2 Method

We propose a two-step process:

1. Threshold the image into foreground and back-

ground components, and

. Use mobile robot mapping techniques to inter-
pret point features in the foreground data.

Thus, step 1 produces a binary image and step 2
extracts point features of interest.

2.1 Foreground Segmentation

The images being analyzed are mostly comprised of
lines; that is, elongated, thin linear structures. The
foreground segmentation algorithm takes as input an
image, I, and a length, k and is given as follows:
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Figure 2: Original Gray Level Drawing Image.
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Figure 3: Segmented Image.

e for every pixel, p, in I

-- analyze the linear vector of k pixels cen-
tered at p and in the 4 major orientations
(0, 45, 90, 135 degrees)

— pick the orientation, if any, with the
strongest contrast between the middle pix-
els and the outer pixels (outer pixels higher
valued than the middle pixels since the
drawing is dark on light background).

Figure 2 shows an original gray level image and Fig-
ure 3 its segmented counterpart. (Figure 4 shows
a segmented image using a standard within-group
variance thresholding technique [18].)

Note that the arrow head is missing in Figure 3
as it is not a linear structure. Also note how the
fraction numbers and line are messy and not well-
separated in Figure 4.

2.2 Mobile Robot Mapping
Techniques

Figure 5 shows part of an engineering drawing with

the position and orientation of a mobile agent over-

layed on it. The agent can produce a pseudo-range
map (PRM) at any location; Figure 6 shows the




Figure 4: Image Segmented using Standard Method.

Figure 5: An Engineering Drawing with Agent Over-
layed.

PRM for the given location (note that the range is
taken at sub-pixel accuracy). The basic idea is that
the agent will use the PRM in order to explore the
line drawing. This will be done using standard map-
ping techniques. While exploring the line drawing,
features, segments and symbols will be extracted.
Performance will be analyzed using a dataset for
which we have determined the ground truth.

Mobile robot navigation, localization and map-
ping is still an area of active research in the robotics
community [2, 17]. However, many techniques are
already developed which apply to our problem do-
main[7].

Mobile robot mapping techniques exploit three
types of map concepts: topological, geometrical, and
grids. From one or more of these standpoints, a map
of the domain will be built. Specific approaches in-

159

180

270

Figure 6: A Pseudo-Range Map (PRM) for the
Agent Location.

clude the use of the the visibility graph[14], the gen-
eralized Voronoi diagram (GVD)[1], trapezoidal de-
composition, or probabilistic roadmaps[13]. We have
developed some simple mapping procedures (similar
to [7], p. 176) that construct an approximation to
the GVD.

2.3 Feature Analysis

We describe here our work on 0-D features in the
image, but ultimately, we hope to exploit navigation
techniques to discover:

e O-dimensional features: point or locale-centered
features:

— end points, small blob segments
— corners

— multi-branch points

e l-dimensional linear features

— straight line segments

— curved line segments

e 2-dimensional features

— arrowheads
— certain symbols

An initial foray into 0-D feature extraction demon-
strates the feasibility of this approach. The PRM
can be used at each pixel to identify:

1. endpoints: the terminal part of a line segment
(a dead end in terms of robot exploration)




Figure 7: The four 0-D Feature Types (1: endpoint;
2: interior corridor; 3: corner; 4: multi-branch
point).

270

Figure 9: The Pseudo-Range Map for the Interior
Corridor Feature (number 2 in Figure 7).

270

180
Figure 8: The Pseudo-Range Map for the Endpoint
Feature (number 1 in Figure 7).

2. interior corridor points: two directions of travel
possible, but not a corner (robot can move ba-
sically in two directions 180 degrees apart)

3. corner points: two directions of travel possible,
but at significant angle off 180 degrees

270

4. multi-branch points: more than two directions

possible for robot to explore. Figure 10: The Pseudo-Range Map for the Corner

Feature (number 3 in Figure 7).
Figure 7 shows examples of these four types, and
Figures 8 to 11 show the PRM for each location
circled in the image.
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Figure 12: Endpoints Found in Image im00.

270

Figure 11: The Pseudo-Range Map for the Multi-
Branch Feature (number 4 in Figure 7).

Given a thresholded image, this algorithm labels
the 0-D features in the image; Figures 12 through
15 show the feature points extracted from the image. s é e
This is done using the polar range plots; the number
of branches in the polar function tells the type of
structure.

The feature classifiers work by taking into account
properties of the PRM like number of peaks, maxi-
mum range, and range in the direction opposite to
the maximum range (e.g., endpoint pixels have short
range opposite the maximum, while corridor pixels
have long range in both directions).

The performance of the proposed method, even Figure 13: Corridor Points Found in Image im00.
without serious pre- and post processing, is better
than that of the standard line detection algorithims.

In an attempt to determine how well our al-
gorithm works, we explored the use of decision
trees as a classification method. In particular, the
information-theoretic approach described in [21] was
applied, using the following attributes of the PRM: A

e attributes 1-7: Hu invariant moments{15] of the
PRM image region.

o attribute 8 area of the PRM image region.

o attribute 9: perimeter of the PRM image.
o attribute 10: sum of ranges in the PRM.

e attribute 11: total distance of the points in
PRM perimeter to the point which is used to Figure 14: Corner Points found in Image im00.
compute the PRM.
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Figure 15: Branch Points Found in Image im00.

e attribute 12: sum of the absolute distance of
the rows and cols of the PRM region point’s
to the row and col of the point which is used to
compute the PRM, divided by the total number
of points in the PRM region.

o attribute 13: number of branches in the PRM.
(The range of the branch length must be longer
than 90% of the maximum range of the PRM.)

A set of training samples were selected, and four de-
cision trees were built: one for each 0-dimensional
feature. It is interesting to note the most discrimi-
nating attribute (i.e., the first branch is determined
by this attribute) for each feature: (1) endpoints:
attribute 11, (2) corridors: attribute 2, (3) cor-
ners: attribute 12, and (4) branches: attribute 11.
These classifiers perform well (see Section 3 on per-
formance), but not as well as the hand written clas-
sifier.

3 Performance Evaluation

The overall system performance is evaluated in
terms of the quality and computational complexity
demonstrated over various image datasets. Noise
is introduced during the digitization process; thus
there are extraneous as well as missing objects in the
resulting image. Both noise and missing data can
have a large influence on the image interpretation
process. In addition, blueprints might be stained,
damaged during storage and usage, and scanners
might have different blur, lighting, and scale factors
[8]. To objectively measure how well the proposed
system analyzes digitized engineering drawings, we
compare results over a dataset for which we have
ground truth knowledge acquired from engineering
drawing datasets.

We have done the following steps for system per-
formance evaluation:
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Figure 17: Test Image im17.

Established a testbed benchmark set of five im-
ages and ground truth. These five images are
shown in Figures 16 through 20.

Run our previous feature classifier (non-PRM)
on the test images. (See Table 1.)

Run the PRM classifier on the test images. (See
Table 2.)

Developed a decision tree classifier using train-
ing data (numerical features of the PRMs). (See
Table 3.)

Figures 16 through 20 show the engineering drawing
test images.

To measure the performance of the algorithm, we
use recall to mean the ratio of correct features found
to total number of features, and precision to indicate
the ratio of the number of correct feature responses
to the total number of feature responses. Tables 1




through 3 show the recall results from these exper-
iments, while Tables 4 through 6 give the precision

-] results.
; Image | F.end F_corr F_corn F_bra
. im00 90.45 99.55 72.60  81.22
el ® 1501 iml17 92.41 99.25 65.11  89.25
iml8 96.38 98.64 73.27  71.90
iml19 95.59 98.95 73.88  86.36
95 win = 015 HAX CHAN DR R TYP im22 84.85 99.92 36.72  86.75
b=-.375 MIN

[—T.004]aLL AROUND Table 1. Recall Percentage Correct for Non-

PRM Method.

Figure 18: Test Image im18.

Image | F.end F.corr F_corn F bra

tm00 100.0 98.70 100.0 100.0

mml17 96.97 98.84 100.0 100.0

ml18 100.0 99.07 99.63 100.0

ml19 98.64 98.95 100.0 95.87

Fl m22 97.32 98.09 100.0 98.92

-“ L3 If O 0w TIRE[AD)]
F===="1 Table 2. Recall Percentage Correct for PRM
1,999 Method.
i Ploea i +
1.762
R b Image | F_.endpt F _corr F_corn F_bra
m00 100.0 87.61 85.48 99.53
Ay NIN—“ +015 MAX CHAM OR R TYP w17 97.32 82.61 68.85 100.0
J Fe-.437 MIN ml18 99.55 84.91 84.49 80.99
CGT] AL AROUND im19 100.0 8491  81.34  90.91
| im22 97.73 91.85 46.88 97.59
Figure 19: Test Image im1i9. Table 3. Recall Percentage Correct for Deci-
sion Tree Method.

Image | F.end F_corr F_corn F_bra

m00 43.36 100.0 42.87 43.25

R_ :22 17 35.10 100.0 28.64 41.52

T ml18 60.96 100.0 51.66 35.01

\ tml19 53.94 100.0 63.23 34.92

\— @.375 ‘\ m22 34.73 100.0 29.20 45.93
\A \\\’ r—"gs __20° Table 4. Precision Percentage Correct for

| il et Non-PRM Method.

Image | F.end F corr F_corn F_bra

’ -{ 1m00 35.82 100.0 42.59 50.11
312 062 iml17 55.39 100.0 38.31  39.45
ml18 69.89 100.0 47.83  57.56

T 3.188 “‘*—1 im19 68.55 100.0 48.57  58.27
m22 31.06 100.0 28.20 44.50

Figure 20: Test Image im22.

Table 5. Precision Percentage Correct for
PRM Method.
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Recalt Results for Non-PRM (dashed), PRM (solid), Decision Tree (dotted)
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Figure 21: Percentage Correct Recall.

Pracision Resutts for Non-PRM (dashed). PRM (solid), Decision Tree (dotted)
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Figure 22: Percentage Correct Precision.

Image | F.endpt F _corr F_corn F bra
im00 35.17 100.0 35.35 33.71
im17 30.17 100.0 24.15  30.14
imi8 36.42 100.0 47.14  43.79
iml19 38.79 100.0 41.21 3243
im22 26.35 100.0 2296  38.18

Table 6. Precision Percentage Correct for De-
cision Tree Method.

As can be seen from the performance data in Fig-
ures 21 and 22, the static PRM feature classification
method works very well with regard to recall, but
requires a post-processing step to ensure good pre-
cision.

4 Conclusions and Future Work

We have demonstrated that the use of static Pseudo
Range Maps yields high percentage detection of
point features in engineering drawing images. We

are currently investigating:

o Agent motion during feature recognition. First,
0-dimensional features will be analyzed, then 1-
dimensional, and finally, 2-dimensional.

e Learning characteristics of the line drawing
data. Let the trajectory of an agent as it
explores a drawing be considered an element.
Then one approach to finding related parts
of the drawing, or parts that are similar to
a known model, is to use the affinity graph
method[6} to cluster the elements into similar
classes.

We are currently pursuing these two lines of de-
velopment. In addition, we intend to expand the
domain of application to other datasets, including:
map features, handwritten and other documents.

Acknowledgments

This work was supported in part by ARO grant num-
ber DAAD19-01-1-0013.

References

1] F. Aurenhammer. Voronoi Diagrams - A Sur-
vey of a Fundamental Geometric Structure.
ACM COmputing Surveys, 23:345-405, 1991.

[2] G. Dissanayake, P. Newman, S. Clark, H.F.
Durrant-Whyte, and M. Csorba. A Solution to
the Simultaneous Localisation and Map Build-
ing (SLAM) Problem. IEEE-T Robotics and
Automation, 17(3):229-241, June 2001.

[3] Dov Dori. Dimensioning Analysis toward auto-
matic understanding of engineering drawings.
Communications of the ACM, 35(10):92-103,
October 1992.

[4] D.S.Guru, B.H.Shekar and P.Nagabhushan. A
simple and robust line detection algorithm
based on eigenvalue analysis. Pattern Recog-
nition Letters, 25(1):1-13, 2004.

[5] Feng Su, Jigiang Song, Chiew-Lan Tai and Shi-
jie Cai. Dimension Recognition and Geom-
etry Reconstruction in Vectorization of Engi-
neering Drawings. In Computer Vision and
Pattern Recognition, 2001 (CVPR 2001), vol-
ume 1, pages 682-688, 2001.

[6] D.A. Forsyth and J. Ponce. Computer Vision:
A Modern Approach. Prentice Hall, Upper Sad-
dle River, NJ, 2003.

[7] H. Choset and K. Lynch and S. Huthinson and
G. Kantor and W. Burgard and L. Kavraki and
S. Thrun. Principles of Robot Motion. MIT
Press, Cambridge, MA, 2005.




(8]

[10]

Thomas C. Henderson. Explicit and Persis-
tent Knowledge in Engineering Drawing Anal-
ysis. Research Report UUCS-03-018, School of
Computing, University of Utah, Salt Lake City,
Utah, 2003.

Thomas C. Henderson and Lavanya Swami-
nathan. Form Analysis with the Nondetermin-
istic Agent System (NDAS). In Proceedings of
20038 Symposium on Document Image Under-
standing Technology, pages 253-258, Greenbelt,
VA, April 2003.

Thomas C. Henderson and Lavanya Swaii-
nathan. NDAS: The Nondeterministic Agent
System for Engineering Drawing Analysis. In
Proceedings of International Conference on In-
tegration of Knowledge Intensive Multi-agent
System, pages 512-516, October 2003.

Thomas C. Henderson and Lavanya Swami-
nathan. Symbolic Pruning in a Structural
Approach to Engineering Drawing Analysis.
In Proceedings of International Conference on
Document Analysis and Recognition, pages 180-
184, August 2003.

Jigiang Song, Min Cai, Michael R. Lyu and Shi-
jie Cai. A New Approach for Line Recognition
in Large-size Images Using Hough Transform.
In International conference on pattern recogni-
tion (ICPR’02), volume 1, page 10033, 2002.

L.E. Kavraki, P. Svestka, J.C. Latombe, and
M.H. Overmars. Probabilistic Roadmaps for
Path Planning in High-Dimensional Configura-
tion Spaces. IEEE-T Robotics and Automation,
12(4):566-580, June 1996.

J.C. Latombe. Robot Motion Planning. Kluwer
Academic Publishers, Boston, MA, 1991.

Martin Levine. Vision in Man and Machine.
McGraw-Hill Book Company, New York, 1985.

M.Mattavelli, V.Noel, and E.Amaldi. A New
Approach for Fast Line Detection Based on
Combinatorial Optimization. In 10th Interna-
tional Conference on Image Analysis and Pro-
cessing, volume 1, page 168, 1999.

M. Montemerlo and S. Thrun. Real Time Data
Association for FastSLAM. In Proceedings of
International Conference on Robotics and Au-
tomation, Taipei, Taiwan, 2003.

Robert M. Haralick and Linda G. Shapiro.
Computer and Robot Vision. Addison-Wesley,
Reading, MA, 1992.

165

[19]

(20}

S. H. Joseph, T. P. Pridmore, and M. E. Dunn.
Toward the automatic interpretation of me-
chanical engineering drawings. Computer Vi-
sion and Image Processing(A. Bartlett, Ed.),
New York: Kogan Page, 1989.

Jigiang Song, Michael R. Lyu, and Shijie
Cai. Effective Multiresolution Arc Segmenta-
tion: Algorithms and Performance Evaluation.
IEEE-T Pattern Analysis and Machine Intelli-
gence, 26(11):1491-1506, November 2004.

Stuart Russell and Peter Norvig. Artificial In-
telligence. Prentice Hall, Upper Saddle River,
New Jersey, 2003.

Lavanya Swaminathan. Agent-Based Engineer-
ing Drawing Analysis. Master’s thesis, Univer-
sity of Utah, Salt Lake City, Utah, May 2003.

K. Tombre and D. Antoine. Analysis of Tech-
nical Documents using A Priori Knowledge. In
IAPR Workshop Syntactic and Structural Pat-
tern Recognition,Pont--Mousson, France, pages
178-189, 1988.

K. Tombre and Dov Dori. Interpretation of
engineering drawings. In Handbook of Charac-
ter Recognition and Document Image Analysis,
pages 457-484, 1997.

Y.Yu, A.Samal, and S.C.Seth. A System for
Recognizing a Large Class of Engineering Draw-
ings. IEEE Transactions on PAMI, 19(8):868—
390, 1997.




166




Perceptual Organization in Semantic Role Labeling

Prateek Sarkar

Eric Saund

Perceptual Document Analysis
Palo Alto Research Center
3333 Coyote Hill Road, Palo Alto, CA 94304
{psarkar,saund}@parc. com

October 24, 2005

Abstract

Documents are produced for the purpose of hu-
man interpretation. Human perceptual factors have
played an important role in the design of documents
— from the development of glyphs and scripts to the
layout of visual components. OCR technology allows
recovery of textual content from images of text but
does not recover visual imformation encoded in lay-
out. We explore the role of perceptual organization
in the interpretation of documents and related com-
putational challenges. A useful application area is se-
mantic role labeling: the problem of assigning seman-
tic roles to visual or textual structures in documents.
We present a generic A* search formulation that has
been applied to reduce search times by orders of mag-
nitude in a semantic role labeling problem.

1 What is Semantic Role La-
beling

Documents, as records of human communication, are
built up of visual components that play distinct roles
in expressing the meaning of a document. While
these roles are various, and visual artists are still
discovering ways of communicating through images,
major categories of semantic roles can be enumer-
ated in the context of document processing. For ex-
ample, business invoices contain visual components
that communicate identity (address block, company
logo), object relations (item-price relations, signator-
signature pairing), special attention (highlighting,
circling). Parsing a document image into its seman-
tically significant components is the problem of Se-
mantic Role Labeling. We develop automatic and

semi-automatic approaches to Semantic Role Label-
ing especially for large volume image understanding
and indexing projects.

2 What is Perceptual Organi-
zation

The science of Perceptual Organization, pioneered
by Wertheimer, Koffka, and Kdhler, studies patterns
and principles by which humans organize visual stim-
uli into perceptual forms in ways that are quite uni-
versal across both peoples and situations. This sci-
ence advocates the Gestalt principles of perceptual
grouping, and theories of figure-ground separation.
The common Gestalt principles of grouping by prox-
imity, similarity, continuity, closure, symmetry, sur-
roundedness apply to both design and analysis of
visual documents. In all scripts, proximity informs
the grouping of glyphs into words. Curvilinear align-
ment, and feature similarity are vital in perceiving
more complex textual blocks as visual objects rather
than just a collection of glyphs. Enclosures and sep-
arators are frequently used to guide perceptual and
semantic grouping.

3 Perceptual Organization in
document image interpreta-
tion

The interpretation of complex document layout
structure has remained a research subject. Unlike
the parsing of one-dimensional text, image parsing
even in very structured domains is algorithmically
difficult, because of the lack of a natural ordering in
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Figure 1: Perceptual queues in parsing a business in-
voice. Semantically significant information such as
the logo and address areas, header alignment, tabu-
lar structure, presence of hand-written annotations,
graphic separators are all visually salient features in
the design of the invoice, and/or important cues in
the analysis of such images.

two dimensions. Although very constrained grammar
models (such as X-Y trees [NKSV93]) can keep pars-
ing problem tractable, parsing of images in general
presents an exponential search space. This exponen-
tial complexity derives from the exponential number
of ways in which image primitives can group to form
larger objects. Bottom-up grouping to date has been
engineered for proximity, and special cases of curvi-
linear continuity (e.g., horizontal sequences of words
form text lines). Non-overlapping boxes and con-
vex hulls have also been used as criteria for pruning
groupings in images [MV98].

If alternative groupings are to be pruned to keep
the search tractable, we believe that such pruning
should be heavily informed by perceptual organiza-
tion principles, especially because document designs
and conventions have evolved to suit human percep-
tion. Of course, perceptual grouping cues can also di-
rectly aid to resolve ambiguity in grouping. In other
words they can form a vital component of the ob-
jective function rather than just pruning heuristics.
Figures 2 show examples of images where layout of
image primitives rely on perceptual grouping for their
interpretation. Tree grammars are in general not suf-
ficient for capturing the compositional structure of
such images.

4 Research challenges

Hierarchical decomposition of document images (top-
down or bottom-up) according to preset rules can
help in analysis and sematic role labeling of a lim-
ited set of documents. Documents containing mainly
textual material arranged in rectangular layouts
have been the main targets of successful methods.
In more complex documents (tables, maps, hand-
written memos, drawings, photographic images) both
segmentation, and the parsing of segments into mean-
ingful structure is, in general, exponential in the num-
ber of alternatives. Interpretation such documents
will require segmentation of images, and their inter-
pretations to guide and inform each other. The prin-
cipal challenges are:

o A model of document structure: The logical and
visual structures of documents — constituents,
correspondences and relationships - will have to
be expressed in a language that allows for infor-
mation from one domain to be extracted into the
other.

o Machine learnable, adaptive models for visual
structure: The challenge is to build models for
the Gestalt grouping principles that can be re-
purposed for a variety of document image analy-
sis applications, and use such models in the pars-
ing of document images.

e Smart search: The interpretation of a given im-
age is not the output of a number of pre-defined
processes, but rather a search through the space
of all possible segmentations, groupings and in-
terpretations. This search process should be
adaptive to the image at hand, generate and keep
alive multiple plausible interpretations, incorpo-
rate a principled way of comparing alternative
hypotheses, and be prudent regarding hypothe-
ses that are necessary to evaluate (to beat the
curse of exponential explosion).

5 Conquering the search prob-
lem

We shall provide a glimpse of the formulation of a
specific semantic role labeling problem, and an A*
search algorithm that we have developed for its effi-
cient solution. Consider an example where an image
has been decomposed into its compositional atoms,
i.e., chunks of image that can take on a semantic label
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Figure 2: Examples of perceptual grouping in images. (a) The vertical alignment of text line groups is vital
evidence that the marked text lines should be grouped into a single table cell. (b) The vertical alignment
of text line groups is vital evidence that the marked text lines should be grouped into a single table cell.
Parsing under such grouping cues is of exponential complexity.

without further subdivision. The problem is to assign
labels (y1,y2,...,Yn) to a collection of observation
atoms (xy,T2,...,T,). In a typical pattern recogni-
tion formulation, the assignment is chosen by maxi-
mizing some objective function f(z;...Zn,y1...Yn)
over all possible labelings. If each atom can take on
one of C label-values, the label assignment problem
is a search through a the space of C™ label assign-
ments. Restricting the nature of the objective func-
tion avoids the exponential explosion of the search
space. For example, if the objective function is fac-
torizable as the product of functions of the form
fi{x;,y:), our problem reduces to labeling n obser-
vation independently, and the search complexity is
nC'. But often factorization of the objective function,
if present, is not as simple. In addition to intrinsic
features of x; that influence the labeling y;, we may
have:

o Factors coupling two or more labels of the form
h(y:,y;,...). Linguistic constraints in OCR are
in this category. A Gestalt preference for re-
peated structure can be modeled with such such
factors. In parsing a book page, at most one of
all the text-word atoms may take on the label
“page-number”.

e Factors coupling two or more observations of the
for g(x;,x;,...). These arise when the atomic
observations have constraints on relative size,
orientation, or color change (lighting variations).
Style consistency [SN05, VNO5] models require
such factors to model shared fonts, color, or
other characteristics of text.

e More complex factors such as direct dependence
between labels and features of different atoms.
For example, to label a dot in an image as a
“bullet” induces preference for indentation on
adjoining atoms, and alignment with other ad-
joining “bullet” atoms. Both indentation and
alignment are features of groups of atoms.

Most perceptual organization principles induce
such complex dependencies among atomic con-
stituents of images. Various techniques have been de-
veloped in the graphical models literature for solving
the joint labeling problem (e.g., loopy belief prop-
agation, sampling, variational methods, and hybrid
techniques.) However these techniques do not offer
guarantees of joint optimality. We have developed
an A* search framework, where we find easily factor-
izable upperbounds for complex objective functions.
In particular, when the upper-bound is expressed as
a product of n functions f(z;,y;) the bound can be
maximized in linear time. It is then used to guide
the search in a best first way, thereby guaranteeing
that the optimal solution will always be found. While
the worst case complexity of this method is still ex-
ponential, the low average complexity can enable the
solution of problems that are otherwise intractable.

6 Application: Indexing engi-
neering drawings

A typical repository-indexing or metadata-extraction
application requires scanned images of drawings to be
indexed by a number of fields such as drawing num-
ber, drawing title, date of creation, author, company
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Figure 3: An example of a title-block image fragment
showing the four relevant fields to be extracted, and
the competing irrelevant text groups in the neighbor-
hood.

logo, site name, and scale. In our pilot technology de-
velopment project we focused on extracting drawing
numbers and drawing titles. Figure 3 shows an exam-
ple of an image fragment that contains the drawing
number and drawing title. While most drawings in-
clude drawing numbers and titles, they are printed at
various locations, and in various formats and styles
(Figure 4.)

Our objective is to locate these fields in the im-
ages without restricting input to a small number of
layouts and styles. To this end, an input image is
pre-processed to generate a number of candidates for
the drawing number and title fields. The first step
is perceptual grouping of foreground pixels into po-
tential text fields. Connected components are first
grouped to obtain word-like elements, which are fur-
ther grouped into text-lines and multi-line text ob-
jects. Proximity, size similarity, alignment, and sur-
roundedness (a text group does not straddle line en-
closures) are used in the grouping process. In the typ-
ical engineering drawings in our dataset, this results
in 30-200 text groups (see Figure 3.)Each resulting
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Figure 4: Examples of index fields in snippets of engi-
neering drawings: drawing number and drawing title.

group in the image is sent to an external OCR en-
gine, and any deciphered text is recorded.

We assume that each relevant field is grouped into a
single unit, and not merged with other fields. In other
words, each group found by our grouping algorithm,
along with its OCR text, is treated as an atom for
labeling. Our problem then is to label at most one of
these groups as drawing title (DT), and at most one
as drawing number (DN). To aid in the process, we
also attempt to find a drawing title indicator (DTI)
(e.g., “Sheet Title”,) and a drawing number indicator
(DNI) (e.g., “Sheet Number”.) All remaining fields
are to be labeled irrelevant (IRR). We thus have C =
5 classes, n ~ 50 (on average) objects to label, and a
search space of ~ 50° competing label-hypotheses.

A label-hypothesis is represented as
(lan,ldnislat, lar:) meaning that the group lg, is
labeled DN, group l4n; is labeled DNI, and so on. [
can take on values 1...m or 0, the latter indicating
that the field is missing. Our problem is to find a
label hypohesis that maximizes some score. The
score (likelihood) of a label-hypothesis is assumed to
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be of the following form:

L(lan, lani, Lat, Lari) o«
fan(lan) « fanillani) - fae(lae) - fari(lae)-
W(ldn, lans) - v(lae, laes) - wllan, la) (1)
The formula contains two kinds of functions:

o Unary functions fan, fani, far, faei, which com-
pute a goodness score (likelihood) that a group is
a DN, DNI, DT, DTI respectively based on mea-
surements that are properties of the group alone.
Examples of such properties are size, aspect ra-
tio, position on page, reqularity of size of group
components, average stroke width, closeness of
OCR text to expected tertual content, etc. In our
pilot experiment we use only the last mentioned
feature.

e Pairwise functions u, v, w, which compute
scores on pairs of label candidates. These func-
tions may thus depend on relative location and
relative alignment of two groups, whether the
two groups are neighbors in a Delaunay trian-
gulation, whether they share an enclosure de-
markated by line or white-space separators, etc.
Pairwise functions can also be used to model mu-
tual exclusivity constraints such as (lgn # lat),
i.e., the same group cannot be both a drawing
number and a drawing title. In our pilot exper-
iments only the relative location of two labeled
groups and mutual exclusivity were used in the
pairwise functions.

In general, functions involving three or more
groups can also be included. The overall score is pro-
portional to the product of all such functions, and
the winning label-hypothesis is the one that maxi-
mizes this product. If the objective function includes
only unary functions, each component unary function
can be maximized independently to arrive at the re-
sult. The pairwise (and higher order) terms, intro-
duce complexity because such independent term-by-
term maximization is no longer useful. Nevertheless,
the pairwise functions are important for distinguish-
ing, for example, the drawing number from the many
other alpha numeric fields that appear on a page. So
we follow the A* solution suggested in the previous
section, by replacing the pairwise terms by fixed up-
per bound to obtain an overall upperbound score of
the form:

L(ldn,lans, lats Lags) o

fdn(ldn) : fdni(ldni) : fdt(ldt) . fdt.i(ldti) - uw (2)

This upper bound is now factorizable, and can be
used in our A* search. We can sort all n candidate
text groups in an image in decreasing order of fgn(),
Fani )y fatr(), fae:(), respectively. The resulting four
lists contain candidates groups, ordered from best to
worst according to our upper bound, for the DN,
DNI, DT, DTI labels respectively. The top candi-
dates from each list are combined to form our most-
promising label-hypothesis.

For the search algorithm we construct a priority
queue, designed such that the head of the queue is
always the most-promising label-hypothesis yet to be
evaluated. A label-hypothesis is evaluated by com-
puting its true score according to formula 1, compar-
ing it to the running best hypothesis (according to
true score). The search is over when the true score of
the running best hypothesis exceeds the upper bound
score of the next most promising candidate waiting
at the head of the queue.

Of course, the queue does not have to be populated
with all n? label candidates at start. It can be grown
dynamically as the search proceeds. Whenever we
pop the head of the queue, we also insert four succe-
sors of the popped label-hypothesis. A successor of a
label-hypothesis can be obtained by picking any ele-
ment of the hypothesis, say the index of the DN label
— lgn, and replacing it with the next most promising
DN index, easily obtained by moving down the fy,,()
sorted list by a notch.

In practice, the queue will seldom process all of n?
possible label hypothesis, because with a good upper
bound, the top label-hypothesis will be found among
a few most promising candidates. In our experiments
we noted that only of the order of a hundred label-
hypothesis candidates were being explored among a
potential n? candidates, where n was typically be-
tween 50 and 200. If the queue for an image grows
much larger, it indicates extremely weak discriminat-
ing evidence from the unary functions. In such cases
our algorithm has a high probability of being in error,
even if we let it run till the end, and it may be useful
to simply reject this input as undecipherable.

This is work in progress. In initial experiments on
approximately 1000 test images, the drawing num-
ber field was correctly identified about 80% of the
time. Observed errors derive from the following ma-
jor causes: failures of the grouping algorithm to gen-
erate correct atomic units of text for labeling; OCR
errors; errors in the unary functions to identify the
textual properties of target labels.
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7 Concluding remarks

Metadata tagging of document content is comple-
mentary to brute-force search over unstructured text.
With the rise of XML standards for representing
metadata in electronic databases, this function is
gaining increased societal as well as commercial in-
terest. Discovery of atomic content items, and the
tagging of their semantic roles, is a key aspect of this
problem.

We have outlined a formal approach to Semantic
Role Labeling which decomposes the problem into
construction of atomic units using perceptual orga-
nization techniques, and subsequent labeling of these
units using unary and multiway evidence. We have
demonstrated an A* approach to managing inher-
ently exponential search, in cases where the atomic
units are fixed. A greater research challenge arises
when the atomic units cannot be computed with con-
fidence, but instead multiple candidate parsings must
be entertained.

This Semantic Role Labeling approach to docu-
ment content tagging is amenable to other document
recognition data sets and we are interested in expand-
ing the set of domains to which it may be applied.
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Abstract

Pictographic Recognition technology is a Graph-
Theory-based method for locating specific words or
groups of words within handwritten and machine
printed document collections. This technique converts
written and printed forms into mathematical graphs
and draws upon key properties of graphs such as
topology and geometric features to locate graphs of
interest based upon specified search terms. In its initial
implementation, Pictographic Recognition technology
has functioned as a search tool by identifying individual
characters in strings of handwritten script—both
English and Arabic. Arabic, however, through its
internal segmentation resulting from intra-word gaps,
presents the opportunity to treat groups of characters
as distinctive objects that can be recognized directly
without the need to isolate individual characters. This
paper focuses on current research toward using
Pictographic Recognition techniques to identify Arabic
word segments.

1 Introduction

Handwritten Arabic poses unique challenges for
recognition technologies. First, Arabic is written in a
cursive form so there is no clear separation between
characters within words. Second, Arabic characters
change their form depending on their word position:
initial, middle, final or standalone. Third, Arabic words
incorporate external characteristics such as diacritical
markings. Fourth, Arabic writers take broad “latitude™
with handwritten forms by stacking characters as well
as omitting certain characters. This latter characteristic
creates considerable dissimilarities between
handwritten and machine printed forms of Arabic.

Of the items cited above, it is Arabic’s unconstrained
cursive form that arguably creates the most difficult
problem for recognition technologies. In conventional
recognition systems such as those used for hand or
machine printed Latin characters, it is possible to
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“segment” words into individual characters before
actual recognition begins. While it is a major
impediment to machine recogpition, segmentation
comes quite naturally to human readers because
humans appear to perform segmentation in conjunction
with recognition rather than as separate sequential
tasks. That is, given that a human reader has a prior
knowledge of accepted character forms coupled with an
understanding of context, readers identify these forms
directly within a cursive word, rather than isolating
them first and recognizing them later.

Aside from Arabic’s cursive form, the stacking and
omission of characters pose the next greatest challenge
to recognition technologies. Stacked characters work
contrary to the expectation of sequential horizontal
placement of letters and omitted letters negate the
certainty that characters will always be found in
expected locations. What human readers can readily
overcome constitute significant obstacles to algorithmic
solutions. These obstacles are particularly effective in
barring technologies developed to recognize machine
print from making a smooth transition to handwriting—
in Arabic as well as other languages.

Pictographic Recognition technology offers a viable
approach toward recognizing cursive forms of Arabic
and English as well as “pictoform” languages such as
Chinese. Pictographic Recognition shares common
roots with Optical Character Recognition, but it is a
fundamentally  different approach. Pictographic
Recognition looks for the “Pictographic Signature” of
words in their native form. In this context, Pictographic
Recognition is somewhat similar to Optical Word
Recognition (“OWR™) but differs significantly from
OWR in its ability to evaluate the actual characters and
character groupings that comprise the unknown words.

To date, Pictographic Recognition has been
implemented as a Prototype application that performs
word searches based on pictographic signatures. These




signatures consist of graph-based topologies embedded
in written or printed words. These topologies usually
represent characters, but they may also reflect small
character groups or parts of characters such as loops,
cusps and line crossings. Current languages where
Pictographic Recognition has been implemented
include machine printed, hand printed and cursive
English as well as machine printed and handwritten
Arabic. A more detailed discussion of the basic
concepts can be found in the white paper entitled:
“Pictographic Matching: A Graph-based Approach
Towards a Language Independent Document
Exploitation Platform” which will be made available by
the Authors upon request.

Aside from the focus on graphs as its foundation,
another aspect of Pictographic Recognition that is
distinctive from OCR is the format of output data. OCR
typically converts images of documents into text.
Pictographic Recognition converts images into a
specially structured® format that retains much of the
information extracted from the original image
including, candidate character possibilities as well as
data related to figure topology and geometry. These
data are retained so they can be applied during the
actual searching process, so every item processed is
evaluated directly against a search term of interest.

The interim product from Pictographic Recognition
takes the form of a “Results Matrix” rather than the text
results characteristic of OCR. The Results Matrix
maintains considerable data about each word and
character in a document collection including word and
character alternatives, attendant confidence scores and
related geometric information. The manner in which
this information is stored can be defined as Planned
Indeterminacy. That is, unlike OCR which “forces” its
results into text output, Pictographic Recognition,
refrains from word determination until an actual search
is performed. At the time of the search, the full body of
information stored in the Results Matrix is brought to
bear to match the search term with words in the
document collection being searched. In this way, the
search process is “empowered” by using all the relevant
data available at exactly the time it is needed. The
value of these data is realized by a special search engine
that incorporates Dynamic Programming techniques to
find the best fit between a search term of interest and
detailed word data rendered from document collections

Pictographic Recognition starts with images of
documents. The images are parsed into individual
objects representing words and characters within these
words. Each of the parsed pieces is converted into a
graph containing a wealth of physical measurements
and mathematical descriptors. These measurements
become the basis for a classification scheme that
decodes the graph into its actual identity as a single or a
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group of letters. Because of the abundance of measures
available, classification can be sharpened by focusing
on the specific set of measures that separates each
particular letter’s graph from others. As items are
classified, they are loaded into a Results Matrix that
retains information concerning alternative identities as
well as geometric information.  As searching is
performed, the search term is compared againsi the
contents of the matrix to find the best mapping of the
search terms of interest with the matrix elements built
from document collections.

The previous paragraphs have presented a “primer” on
Pictographic Recognition. The remainder of this paper
discusses the Authors’ most recent research efforts
related to this topic. These efforts focus on a specific
aspect of Pictographic Recognition that “bundles” both
segmentation and recognition activities into a single
action that can be very efficient and effective in
recognizing Arabic script. In particular, the discussion
that follows will focus on the ability of Pictographic
Recognition to treat connected multiple character
strings within Arabic words as objects that can be
recognized individually. At the heart of this
recognition process is the ability to encode both the
features and topology of a character into a form that can
be used for rapid identification. The technique herein
described is strongly rooted in an algorithmic approach,
based on Graph Theory, which treats handwriting and
printed text as mathematical graphs. The principles that
have been successfully applied to individual characters
will now be applied to connected character strings.

2 Conceptual Framework

Graph Theory is a branch of Mathematics that focuses
on representing relationships as  line diagrams
containing nodal points and the linkages among these
pomis. In graph terminology. the nodes are referenced
as “vertices” and the links as “edges”. Graphs are a
handy and effective way to represent written language
since graphs can be created directly from the pen
strokes used to compose letters and words. Words,
characters and numerals take their form as graphs
written on paper assuming distinctive shapes
representing the letters of the alphabet as well as
numerals and punctuation. The edges and vertices of
these written graphs connect and cross and are straight
or curved. Graphs accurately capture the essence of
written language since they contain both the topological
structure and geometric information sufficient to
replicate complete written forms. Graphs are the
foundation of written language and a search
methodology that focuses on the graphs offers the
potential to permit searching that encompasses several
languages.

Graphs contain all the information extracted from
writing condensed into a concise mathematical format




is this

that
information takes two forms. The first form is the

highly computable. Within graphs,
graph’s topology that can be seen in the connectivity
among the major graph components. The way pen
strokes are crossed and connected is the framework for
graph topology. Topology is the structure of the graph.
The second form of information contained in graphs is
the geometry of the graph. Geometry is expressed in
terms of distances, angles and characteristics of graph
components. The depth or shallowness of a curve, the
distance between line crossings or the sharpness of
angles are all examples of graph geometry. Geometry
characterizes the shape of the graph. Collectively,
topology and geometry account for the structure and
shape of graphs. The topology and geometry of graphs
are also quite computable. That is, they can be
expressed as data to support computer-based processes
that can be performed on graphs such as indexing and
searching.

The foundation of Pictographic Recognition is an
algorithm that describes graph topology as a numeric
code. Any two graphs with the same structure will
generate the same code. Any two graphs generating the
same code are said to be isomorphic. Linked to the
graph topology and its attendant numeric code is graph
geometry. Graph geometry can also be expressed as a
feature vector used to compare graphs. A feature vector
is a multi-dimensional expression of the multitude of
measurements that can be extracted from graphs. When
the topology of graphs is coupled with feature vectors
as a combined data structure, the computability of this
data structure offers a very effective way to use graphs
as indices for characters and words contained in the
images of documents.

The computational engine for Pictographic Recognition
is an automated method for identifying and matching
isomorphic graphs and storing these graphs in a
database.  Graphs are isomorphic when they are
structurally identical—with the same number of edges
and vertices connected in the same way—although they
may appear to be different. Two graphs are considered
isomorphic when there exists a one-to-one
correspondence between their internal structures. That
is, they have the same number of edges and vertices
connected to form exactly the same topology.

Figure 1 illustrates this point. Although the graphs
appear to be quite different, they are structurally
identical: isomorphic. They appear different because
their geometry is different. The topology is the same,
but the angles and distances are different.
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Figure 1: Illustration of two Isomorphic Graphs with
different features.

Figure 2 illustrates the concept of Isomorphic Graphs as
it applies to written characters. In this figure, each row
shows three instances of the letter “a” written as the
same isomorphic graph class. The numbers on the left
hand side of the figure are the code names derived by
the Pictographic Recognition process for each class of
graph. Graph classes reflect graph topology. The class
labeled “2;192” consists of graphs built from a loop and
one edge. Class “4;112” contains graphs with 2 edges
only. These typically characterize the letter “u” and the
letter “a” written to be open at the top. Class
“4;98.0.64” encompasses characters with a leading
edge, an enclosed area—in graph terminology this is
called a “face” --and a trailing edge.

2;192 a a. a
4112.0 A [ Q
498064 A R T

Figure 2: Sample letters “a” for three different graph
isomorphic classes.

Figure 3 shows how graph isomorphic classes transcend
individual letters. This figure presents letter “a” and “e”
for isomorphic graphs classes coded “4;112.0” and
4;98.0.64”.

a €

a4 =
L o

[Tyl

a

4:112.0

4;98.0.64

Figure 3: Example of letters
isomorphic graph.

and “e” sharing same




Graph isomorphism is a critical concept underlying
Pictographic Recognition. In fact, Pictographic
Recognition employs a database that maps a collection
of known graphs—such as the letters of the alphabet—
against all possible unknown graphs such as those that
could be extracted from imaged words. Building such a
database is actually accomplished by generating all
possible graphs up to a certain size (order), then testing
each of these graphs to determine whether they contain
the topologies of any known graphs. As these
topologies are detected, a mapping is established to
indicate the presence of a known character topology
embedded in an unknown graph form. To construct
such a database it is necessary to consider only planar
graphs. Planar graphs are graphs that can only existin a
plane, such as lines on a page of paper.

In its current implementation, Pictographic Recognition
focuses on locating and identifying individual
characters within handwritten words. The present
discussion looks at Pictographic Recognition applied in
a different manner—as a means of identifying character
groupings rather than individual characters. The nature
of written Arabic offers the perfect opportunity 1o apply
Pictographic Recognition to multi-character clusters.

Written Arabic is considered to be a ‘“cursive”
language. The structure of written Arabic is similar to
cursive English with some significant exceptions. These
exceptions include:

1. Certain characters, such as short vowels,
are omitted from the handwritten form
but included in the machine printed form.

2. Arabic characters change their form
depending on the location within a word.

3. Rules govern which characters connect
and which characters do not connect.

4. Arabic characters may be stacked
vertically as well as placed in a horizontal
sequence.

Figure 4 illustrates these properties by contrasting
formal machine printed Arabic (above) with
handwritten versions of the same words (below).

OJ)S.A.“ e—uJY‘ g_}).a.n.“
a M\ YN )N

Figure 4: Comparison of machine printed and
handwritten Arabic words.

Of the four distinctive Arabic properties herein
enumerated, the present discussion focuses on the
intrinsic segmentation of Arabic words into character

groups. These groups occur because certain Arabic
characters always connect while others never connect.
There is really no parallel of this concept in cursive
English, except certain lead capitals that may not
connect with following characters in a script word.

The “intra-word gaps” within Arabic words divide the
word into smaller parts that can be treated by
Pictographic Recognition in a way quite similar 1o the
way individual characters are treated. For purposes of
this paper, these segmented character strings are
referenced as “word segments”.

These word segments consist of freestanding characters
as well as small character groupings. The following
table shows the character count distribution for word
segments compiled from the Arabic Gigaword Corpus
produced by the Linguistic Data Consortium. This
corpus is a massive compilation of Arabic words
obtained from numerous electronic media sources.

Table 1: Distribution of word segments by size from
Arabic Gigaword Corpus.

Number of

Characters Number of Cumulative
in Segment Segments  Percent Percent
1 7,396,009 0.45.41 0.4541
2 4,608,726 0.28.30 0.7370
3 2,724,877 0.16.73 0.9043
4 1,077,822 0.0662 0.9705
5 334,438 0.0205 0.9910
6 104,649 0.0064 0.9975
7 17,520 0.0011 0.9985
8 23,679 0.0015 1.0000

In this table, the first column indicates the number of
characters in the observed word segments. The second
column shows the number of segments detected of a
particular character length as shown in the first column.
The third and forth columns show each row as a
percentage and as a cumulative percentage of the total.
This table shows that 99 percent of Arabic word
segments contain 5 characters or less. And 90 percent
of the Arabic word segments contain 3 characters or
less. This observation may be in part an artifact of
Arabic’s “triconsonantal” roots in which vowels are
inserted into consonant-based templates.

The following table provides a similar analysis from a
1,000 page handwritten Arabic document collection
obtained by the Authors. Note the striking similarities
between the distributions of counts of characters within
character sequences between this sample and the above
selection from the Arabic Gigaword Corpus.




Table 2: Distribution of word segments by size from
handwritten Arabic document collection

Number of

Characters Number of Cumulative
in Segment Segments  Percent Percent
1 29,746 0.5247 0.5247
2 14,622 0.2579 0.7826
3 7,756 0.1368 0.9194
4 3,004 0.0530 0.9724
5 1,187 0.0209 0.9934
6 357 0.0063 0.9997
7 14 0.0002 0.9999
8 5 0.0001 1.0000

The fact that Arabic word segments are built from so
few characters helps to constrain their complexity and
makes them ideal candidates to be treated and classified
by Pictographic Recognition in a manner similar to
individual letters. Most Arabic words are built from 2 to
4 word segments. Focusing on these segments and
treating them as individual objects to be recognized
converts the problem of recognizing multiple connected
characters within a Arabic word into a matter of
recognizing a few individually segmented forms.
However, the difficulty related to recognition based on
word segments is that segments—even for the same
string of characters—will not take exactly the same
form and, thus, will not necessarily generate isomorphic
graphs even if they represent the same string of
characters.

Making use of word segments requires a method that
can focus on what is common among the segments
while de-emphasizing the differences. In other words,
the task becomes one of finding the “essence” of word
segments. Pictographic Recognition offers a means of
capturing this essence. Specifically, the essence can be
found in forms embedded within word segments that
are significantly large to capture the principal features
of any individual segment and yet simple enough to be
common to several word segments representing the
same set of characters. To Pictographic Recognition the
essence of word segments is found in embedded
isomorphic graphs.

3 Embedded isomorphic forms

Written representations of character sequences are
usually quite similar graphically and distinguished only
by a few differences such as extra or omitted strokes.
Because of these differences, the graphs these
characters produce will be different in terms of the
strict definition of graph isomorphism. That is, to be
isomorphic, graphs must be identical. However, there
will often exist an embedded graph that transcends
multiple writing samples and is isomorphic in each
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sample. That is, this graph becomes a common
embedded form. Figure 5 shows two versions of the
English word “is”. In their native form, these words
have several differences principally related to the
additional strokes along the bottom of the right hand
sample and the extra lines in the “dot” above “s” on the
lefi side. However, they do have a significant common
embedding that is shown in the lower portion of the
figure.

Original - .
Words P/@
Common ~ .
Embedding %

e

Figure 5. Comparison of original form and common
embedded forms for English word: “is”.

Embedded forms offer an effective tool for capturing
the essence of written character strings. Because of the
great fluidity and variability of handwriting, the
likelihood of two handwritten strings or words
matching is small. However, these different strings
could well have much in common in terms of
embedded forms. Arabic word segments behave in a
manner similar to cursive English word strings. As
such, Arabic word segments contain embedded graphs
that are common among the segments. Figures 6 and 7
provide some examples to show these embeddings.

e

Original -

Words Q -
NN

Common

Embedding

o

Figure 6: Comparison of original form and common
embedded forms for Arabic word ¢#
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Figure 7: Comparison of original form and common
embedded forms for Arabic word (<

4 Conceptual Foundation for detecting Embedded
Isomorphic Graphs

Treating written objects as graphs presents
computational opportunities to detect common
embedded forms. Graphs existing in one plane, such as
graphs produced from written forms on paper are
considered to .be “planar graphs”. As such, planar
graphs are a subset of all possible graphs. Furthermore,
within the collection of planar graphs, a database can be
built considering all the non-isomorphic forms of such
graphs. The order of a graph indicates the number of
vertices (or nodes) in the graph. The following table
shows the number of non-isomorphic planar graphs up
to order eleven.

Table 3: Distribution of isomorphic graphs up to order 11.

1

2

6

20
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646

5,974
71,885
1,052,805
17,449,299
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This table indicates there are 17,449,299 possible
unique graphs up to and including graphs of Order 11.
All graphs of order lower than 11 are also included in
this amount. Thus, any possible graph up to this size
can be pre-calculated and all instances of known
character graphs can be mapped to these pre-calculated
models. While 17 million is a large number, it is a very
manageable and very computable number by present
computing and storage standards. Review of graphs
existing in language indicates Order 11 is a reasonable
model both for English and Arabic.

An evaluation of character graphs contained in the
reference data provided by the National Institute of
Science and Technology shows that for written English
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over 99.5 percent of characters as actually written
create graphs of Order 11 or less. Similarly, analysis of
a database of cursive English shows over 99.5 percent
of all written characters produce graphs of less than or
equal to Order 11. Experience indicates a higher
percentage for Arabic because of innately simpler
character forms. The fact that there are 17,449,299
theoretically possible graph forms that will contain
virtually one hundred percent of all known graph forms
provides the practical foundation for building the
mapping database.

Creating this database presents another challenge,
however. And creation is possible through an indexing
technique that assigns a unique code to each unique
graph isomorphism. That is, each graph with edges and
vertices connected in a unique way can be assigned a
unique numeric code to express its singularity of
structure. Detailed discussion of how this code is
derived is beyond the scope of this paper, but it
involves arranging a graph’s adjacency matrix into a
particular state. Adjacency matrices are tabular
representations of the connections of vertices by edges
within a graph. If graphs are isomorphic, it is possible
to arrange their adjacency matrices to match exactly.
So, all the adjacency matrices of all isomorphic graphs
can be arranged into exactly the same order and this
order can be “hashed” into a numeric value. Thus, a key
can be built that will reflect each unique graph topology
and this key can be used as access into a database of all
possible graphs up to a certain size. The calculations to
build this database are considerable, but they need only
be performed once and stored as data. The best
discussion of building isomorphic graph keys can be
found in the body of the U.S. Patent Application
entitled: “Systems and Methods for Source Language
Pattern Matching” (Walch).

The concept of the isomorphic graph database was
invented to store information regarding individual
characters. However, the concept readily extends to
character groups such as n-grams and word segments.
In the case of Arabic word segments, each segment is
treated as a graph and stored in the database.
Traditional segmentation in the sense of horizontal
“cutting” of the word segment is not necessary. Rather,
the task becomes one of finding the “essence” of the
word segment—the embedded form that characterizes
an individual word segment and many other word
segments resulting from the same character
combinations.

Although graph isomorphism is a very important
ingredient for capturing embedded graph forms, it must
be stressed that isomorphism alone is insufficient for
recognizing these written forms since similar topologies
may result from completely different characters. The
graph’s feature vector, as measured by angles, distances




and other descriptors, must also be considered in
concert with the graph’s topology. Within a set of
graphs of the same topology (isomorphic graphs), these
graphs can be classified based on their physical
characteristics. In the case where these graphs represent
the letters of the alphabet, classification separates the
letters “a” from “e” even though the underlying graphs
are isomorphic. Again, refer to Figure 3 which shows
different letters constructed from isomorphic graphs.

Features to support graph classification cannot be
mathematically  divined.  Rather, features for
classification must be obtained by modeling from
exemplars obtained from actual writing specimens.
Thus, classifying Arabic word segments is a two-step
process. The first step involves a modeling stage where
a classification algorithm is trained to distinguish
isomorphic graphs that represent different character
combinations. The second step is to apply this classifier
to unknown word segments to be recognized.

5 Modeling Arabic Word Segments

Building a model to classify Arabic word segments
requires that a suitable training set of graphs be
established. This set of graphs should contain the
various graph forms generated for different character
combinations as well as common embedded forms. The
modeling set can be accomplished through the
following steps.
1. Obtaining a set of Arabic writing samples

Isolating and labeling the individual word
segments within these writing samples.

3. Converting these word segments into graphs.

4. Extracting the common embedded isomorphic
graphs from the word segment graphs for each
character combination.

5. Training the classifier using the word segment

graphs and principal embedded graphs.

Steps | and 2 are pretty much straightforward. They
involve collecting writing specimens and labeling the
character sequences within these specimens. The most
important aspect of these two steps is to obtain a
collection of writings sufficiently broad to encompass
character sequences likely to be of interest in future
searching,

Two strategies will achieve this objective. The first
strategy is to train on a listing of likely key words from
an authority list. That is, given a priori knowledge of
likely terms of interest, collect handwriting specimens
containing these words. The second strategy is more
complex. This strategy involves building a language
model containing words that provide the broadest
coverage of the language. One way the magnitude of
this task can be approximated is to select a sampling of
words from a large collection of words in common
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usage, such as the Arabic Gigaword Corpus, and extract
and compare word segments with a specific document
collection.

A sampling of words with a frequency greater than 500
drawn from the Gigaword Corpus will yield a list of
3,172 words. These words will produce 1,777 unique
word segments. Compared against a collection of
handwritten Arabic language documents containing
32,507 words and 56,961 word segments, the segments
extracted from the Gigaword Corpus match 87 percent
of the words from the document collection. This
suggests that simply building a training set from an
attainable collection of commonly used words offers a
viable approach for collecting a comprehensive set of
Arabic word segment exemplars to support word-
segment-based recognition.

Once the samples have been collected, the next step
entails converting the word images into graphs. This
step is followed by another step that involves extracting
common embedded sub-graphs that consistently
characterize the word segments. These embedded
isomorphic graphs can be extracted directly using the
isomorphic database concept. As a word part is
encountered, it is converted into a graph and its
isomorphic key is generated. This key serves as the
basis for looking up the graph in the isomorphic
database. Once the key lookup is complete, the
isomorphic database returns a list of all embedded sub-
graphs.

The isomorphic database will identify all embedded
sub-graphs based solely on topology. As such, these
graphs may not actually represent the corresponding
components of word segments.

- »
Original Forms /&ﬂ !
< LA)
Common < !
Embedding | % (/b
< '
Common

Embedding2 -7 . K/ /L)

Figure 8: Comparison of Original and two embedded
forms for handwritten word “is”.

Figure 8 shows two possible combinations of embedded
sub-graphs for handwritten samples of the English word
“is”. Whereas the original graphs are not isomorphic,
the isomorphic database extraction method found two




pairs of common embedded graphs that were
isomorphic to each other. However, the first set of
embedded graphs provides a better match to the actual
corresponding parts of the original words.

Finding the embedded isomorphic graphs that best
match the original words can be accomplished by
filtering techniques rooted in geometric features. That
is, as embedded graphs are extracted, their geometric
features can be compared to find those offering the
closest match. These geometric features include lengths
of graph segments, directions among graph
components, location of “corners” and other shape-
related features and the like. The result of this process
is to establish “clusters” of similar embedded graphs for
Arabic word segments. It should be noted that a
segment may produce several different clusters based
on the variations of writing used to generate the word
segments.

6 Classifying Graphs

A graph feature vector consists of the wealth of
measurements that can be obtained from graphs. These
measurements include directions, distances and various
descriptors. Directions are quantified as angles between
graph components such as the angle from one vertex to
another or the angle from the centroid of an edge to a
vertex. Similarly, distances quantify the amount of
space between graph components such as the number of
pixels between two vertices. Graph descriptors include
factors that articulate the shape of graphs. Two such
measures are Bezier values, which provide a means for
capturing the essence of curves in as few as four
numbers and Bending Energy that is an indicator of
curvature. Figure 9 shows three classes of features that
are part of a character graph’s feature vector.

Distances among
graph features

Directions among
graph features

Curve descriptors
such as Bezier values

Figure 9: Three principal classes of features used for
Pictographic classifying of graph forms.

When isomorphic graphs are aligned, a direct one-to-
one correspondence between each geometric
measurement comprising the feature vector can be
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established. That is, when two graphs are identified
through the isomorphic graph matching process, their
feature vectors are also aligned and corresponding
features can be compared in detail.

Figure 10 shows graph alignment between two separate
embedded graphs from Arabic word segments for the
Arabic word (= . These segments were extracted from
different words from different writers.

Figure 10: Alignment for two embedded forms for
Arabic word e taken from different writing samples.

The isomorphic graph matching process ensures that
the two versions of the Arabic word (<" are matched
and aligned. Alignment means that all vertices are
matched in corresponding pairs as indicated by the
arrows in the figure.  Given the point-to-point
alignment achieved by isomorphic graph matching,
graph feature vectors can be aligned to reflect the
corresponding relationships between two graphs. The
process of matching graphs and aligning the geometric
features in the feature vector is a very robust technique
for recognizing varying forms of characters and
symbols when other techniques—principally derived
for recognition of printed fonts—are much less
forgiving of these variations in form. Once topologies
are matched and feature vectors aligned, the graphs are
ready to be modeled as individual objects that represent
both single and multiple character strings.

Considerable data are available from graph-based
feature vectors. Even a relatively simple graph can
generate a vector with over a hundred measurements.
This wealth of data is well suited for a modeling
method utilizing Stepwise Discriminant Analysis.
Discriminant Analysis is a powerful multivariate
statistical technique that can be used to identify the
subset of variables that best distinguishes one graph
from another. Using Stepwise Discriminant Analysis,
head-to-head comparisons can be made between
aligned feature vectors to identify the specific set of
measures that distinguishes one object from the other.




Modeling for ultimate classification  through
Discriminant Analysis involves considering each set of
isomorphic graphs separately. Each set of graphs may
represent different character strings but have the same
underlying topology.. During this modeling process, a
specific set of variables is isolated for each form of
each character set within the isomorphism. This feature
set constitutes the “Alphametric Kernel” for the word
segment. The Alphametric Kernel is defined as the
specific set of measures that will reliably distinguish
that a particular word segment from all other segments
represented by the same isomorphic graph.

Similarly, a Regression Tree Classifier can be used to
isolate those features that distinguish one character
string representation from another. The Classifier
distills the abundance of measurements to a succinct set
of critical measurements that distinguish one form from
another. In either case, the result is a set of powerful
variables labeled by the Authors as the Alphabetic
Kemel.

Through the modeling process, Alphametric Kernels
are generated for all forms of all word segments
extracted from the training data. These kernels taken in
concert with the specific isomorphism provide the basic
data to decode unknown word segments into their
appropriate text character strings.

7 Recognition of Arabic Word Segments

Recognition of Arabic word segments can be
accomplished through a process that parallels the
method used for modeling. This process is
characterized by the following steps.

1. Extract objects likely to be word segments
from handwritten documents.

2. Convert these segments into graphs.

3. Generate an isomorphic database key
from the word segment graphs.

4, Use the key to find the graph in the
isomorphic database.

S. Extract the significant embedded graphs.

6. Classify these graphs based on the

training data.

The application of Pictographic Recognition to word
segments differs slightly from its application to
individual characters. The principal difference is that
individual  character identification requires a
preliminary form of segmentation that breaks the word
into small individual parts that can be assembled in
different ways to capture the actual characters. In the
case of the word segments, advantage is taken of the
intra word gaps as the means of segmentation. In both
cases, the output can be handled the same way.

When applied at the individual character level,
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Pictographic Recognition distinguishes itself from OCR
by retaining its results in a matrix that retains
alternative candidate results. Since word segments will
resolve to character sequences, results derived from
Arabic word segments can be handled and stored in the
same way.

8 Preliminary Recognition Results

A preliminary test was structured to measure the
effectiveness of Pictographic Recognition in classifying
individual segments within Arabic words. This test
involved a training set consisting of 120 Arabic single
paragraph writing samples each containing 109 words.
Collectively, these words contained 247 word
segments. Another set of 120 handwritten Arabic
documents containing the same paragraph but from
different authors was used as the testing set. In both
cases, the documents were manually labeled at the word
and character level to provide ground truth both for
training and testing purposes.

The training documents were automatically segmented
into words and word segments using the existing
functionality of the current Pictographic Recognition
software platform. The word segments were further
processed automatically to identify common embedded
isomorphic graphs. A threshold was set to extract only
those embedded graphs that occupied more than 75
percent of the graph structure of the original word
segment from which it was extracted. As embedded
graphs were extracted, they were labeled by their
appropriate isomorphic graphs. A Regression Tree
Classifier (CART® “Classification and Regression
Tree” by Salford Systems) was used to build

classification trees for the different embedded
isomorphic graph groups extracted. For each
isomorphic graph group, the classification tree

contained the salient variables and decision rules to
distinguish the various character combinations
associated with the graph. The number of unique
character combinations within each isomorphic graph
group ranged from as few as ten to over one hundred.
This process is identical to the manner by which
individual characters are also handled for classification
by Pictographic recognition. Tables 5 - 7 show
examples of Arabic word segment classification for
three isomorphic graph groups. The graph groups
shown in these tables encompass the sets shown in
Table 4.

Table 4: Profile of selected graph groups.

Training /Testing

Graph Group Code Sample Size
6;96.128.16 1,930
4;64,128 3,155
6;112.0.16 2,453




Table 5: Classification results for top nine word segments within graph group 6;96.128.16.

Percent CLASSIFIED AS
True Class Count Correct None L - s b s Jead KN
None 1510 67.61 1021 37 35 18 10 45 89 33
L 29 89.66 2 26 0 0 0 0 0 0
> 48 97.92 1 0 47 0 0 0 0 0
D 34 82.35 4 0 0 28 0 0 0 0
L 45 77.78 7 0 0 0 35 | 2 0
Js 54 92.59 4 0 0 0 0 50 0 0
> 60 93.33 3 0 0 0 0 0 56 0
s 39 79.49 3 0 0 0 0 0 0 31
& 63 90.48 2 0 0 0 0 0 4 0
A 48 91.67 2 0 0 0 0 0 0 1
Table 6: Classification results for top nine word segments for graph group 4;64,128.
Percent CLASSIFIED AS
True Class Count  Correct None | o [ P [ WY
None 1958 67.67 1325 12 70 38 118 110 17 48
j 264 96.59 4 255 0 2 0 0 0 1
o 115 93.04 4 0 107 1 0 1 0 0
L 112 89.29 1 0 6 100 0 0 0 5
L 87 85.06 6 1 1 1 74 2 0 1
PP 79 82.28 9 0 2 0 2 65 0 0
e 123 99.19 1 0 0 0 0 0 122 0
N 83 86.75 4 2 | 0 2 1 0 72
$ 232 89.22 15 0 0 0 S 4 0 0
A - 102 84.31 10 0 0 0 1 0 0 0
Table 7: Classification results for top nine word segments for graph group 6;112.0.16.
Percent CLASSIFIED AS
True Class Count  Correct None | L Ll ol o K
None 1728 73.73 1274 56 74 32 46 78 21 17
i 90 72.22 20 65 1 0 0 0 1 3
L 73 83.56 9 0 61 0 | 0 0 0
—d 81 96.30 1 0 2 78 0 0 0 0
o 52 78.85 5 0 1 0 41 0 0 0
R 64 84.38 8 0 0 0 0 54 1 0
S 63 92.06 3 0 0 0 0 1 58 0
e 145 84.83 5 3 0 0 0 1 0 123
] 53 84.91 4 0 0 0 0 1 0 1
] 84 72.62 15 0 2 0 3 0 0 2
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The size of the testing sample was intentionally set to
the same quantity as the training sample. These three
isomorphic graph groups were selected from the
hundreds of possibilities generated because they are
among the most frequently occurring graphs for
Arabic word segments.

Figure 11 shows sample Arabic characters that
produce the three graphs used in the analysis. It
should be noted that individual isomorphic graph
groups transcend both individual characters as well as
word segments.

Graph Class Example Example 2
;96.128.16
6;96.128 <2d y 1 -
-
4;64,128 u
-
P
6;112.0.16 \ \f\

Figure 11: Examples of graphs applied to Arabic
characters.

For each of the three sets of graphs, training was
performed using only the top nine character strings
based on frequency. This limit was imposed to test
classification of items not within the training set.
Testing was performed with many more character
strings to determine how items not in the training set
would be handled during classification. The total
number of unique word strings in each isomorphic
group is shown in the following table.

Table 8: Number of items processed and &curacy for
three selected graph group.

Number of Number
Group Word Segments Classified
6;96.128.16 122 9
4;64.128 111 9
6;112.0.16 119 9

In Tables 5-7, the leftmost column in each shows the
top nine character strings for each isomorphic graph
group. The tenth category, labeled “None” is used for
those cases where a test item did not match any of the
nine selected character strings. The “Count” column
shows the number of items for each word segment.
The “Percent Correct” column shows the percentage
of test items that correctly classified. The remaining
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columns show the distribution of classification
results. The total numbers of items processed and
percentage of correct answers are shown in Table 9.

Table 9: Number of items processed and accuracy for
three selected graph groups.

Percent
Group Count Correct
6;96.128.16 1,930 89.04
4;64.128 3,155 90.89
6;112.0.16 2,433 83.12
In addition, the groups scored 67.67 (Group

6:96.128.16) , 67.61 (Group 4,64.128) and 73.73
(Group 6;112.0.16) in terms of correctly identifying
items that were not among the nine possible character
sets that could be classified. These results show
considerable promise for applying Pictographic
Recognition to Arabic word segments.

In practice, Pictographic Recognition employs a
scoring methodology that creates a composite score
from the individual classification results of all
embedded sub-graphs extracted from an Arabic word
segment. The classification results shown in Tables 5
- 7 provide a view of how three of these embedded
graphs would perform.

Figures 12 - 14 show some sample Arabic word
components and the composite scores they produce.
The scores are tabulated as the sum of the
classification scores of individual embedded graphs.
Below each image, the top 5 scores are shown with
an asterisk (“*””) placed next to the score of the
correct answer.

Word

Segment Score
1 W 788*
2 Y 391
3 5N 388
4 L 226
5 W 181

Figure 12: Sample character graph form and top five
classification scores for Arabic word segment U |
This graph had ten embeddings.




Score
1086*
333
314
291
285

®

L}

Word
Segment

]
o
]
(=)

bW —

Figure 13: Sample character graph form and top five
classification scores for Arabic word segment <,
This graph had 20 embeddings.

]

Word

Segment Score
| = 277
2 a 252*
3 =8 159
4 ) 137
5 w 136

Figure 14: Sample character graph form and top five
classification scores for Arabic word segment .
This graph had 2 embeddings.

-

Word

Segment Score
1 5 890*
2 gy 573
3 “— 239
4 < 230
5 3 202

Figure 15: Sample character graph form and top five
classification scores for Arabic word segment =
This graph had 12 embeddings.
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In these examples, three of the figures had the correct
answer in the first position with a broad spread
between first and second position. In one case,
(Figure 13) the correct answer came in second
position closely following the first position score.

9 Conclusions

Word segments intrinsically formed in Arabic words
offer an extraordinary opportunity toward both word
recognition and word detection. Pictographic
Recognition provides a tool capable of recognizing
either the actual word segment or common embedded
graphs within the word segments. The common
embedded graphs are a critical ingredient toward
successful word segment recognition because the
high degree of variability in handwriting reduces the
likelihood that written character strings will regularly
appear exactly alike. However, the embedded graphs
offer a means of capturing the “essence” of these
character strings in a physical and mathematical form
that can reliably be captured and classified.
Effectively, the embedded graphs offer a means of
standardizing strings of characters into reliable
consistent forms.

Initial findings indicate Pictographic Recognition
shows promise for recognizing word segments both
in terms of accuracy of recognition and reduction of
false positives. The embedded graphs appear to
capture the essence of the written character strings
from which they are extracted. However,
implementing a general-purpose search and
recognition system requires compilation of a database
with sufficient exemplars to cover as many word
segments as possible. Complete coverage is not
necessary, because Pictographic Recognition can
always rely on its character-based processes to
analyze Arabic word segments never encountered
previously.

Immediate next steps include greatly expanding the
collection of word segment exemplars used for
training to achieve a broader overall Arabic language
coverage. In conjunction with the expanded training
sets, the Authors will continue to refine the
techniques herein discussed toward the goal of
building an accurate and reliable Arabic word search
and recognition tool based on Pictographic
Recognition.
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A Document Triage System for Army Application
Francis Fisher, Kelvin Marcus, Richard Chang, Joi Turner

U. S. Army Research Laboratory
2800 Powder Mill Road, Adelphi, Maryland

Abstract

Military campaigns routinely put Soldiers in contact with foreign documents that they are
generally unable to read. The PDA-based Basic Language Translation System (PDA
BLTS), an ARL designed handheld document triage system, permits the Soldier to triage,
or sort by importance, foreign language documents. The system assists the Soldier in
the collection and triage of captured documents by identifying those documents relevant
to the Soldier’s mission or the overall military campaign so that the Soldier can expedite
the processing of those documents. Through document triage the military linguist or
translator is provided those documents that may be most relevant to military operations.
BLTS was designed in response to the need for expedient document triage and delivery
through a portable system to be used by Soldiers. This paper will describe the
engineering methodology used to develop this tool.

1 Introduction

PDA BLTS is a handheld document triage system consisting of a laptop, five PDAs with PDA-mounted
cameras, and two scanners, as shown in Figure 1. The BLTS PDA gives the Soldier a handheld device to
capture and translate document images in order to determine the importance of captured foreign
language documents. The translated document and keyword search results are returned and displayed
on the BLTS PDA. The BLTS Server receives document images from multiple BLTS PDAs, processes
those document images, and returns the triage results to the appropriate BLTS PDA. The BLTS
Scanners (flat-bed and sheet-fed scanners) attach directly to the BLTS Server and provide an additional
method of document input for translation and review. Documents processed by BLTS can be reviewed
on the BLTS Server using the BLTSDocumentReview software.

The design goal for PDA BLTS was to develop a portable, handheld device to be used by Soldiers for
document translation and triage. Before beginning the design process several problems were outlined
and discussed in order to determine practical yet optimal solutions for hardware and software. Those
issues included system architecture, PDA selection, scanner selection, camera selection, and software
design.

This paper will describe the technical work performed, engineering methodology used, and the choices
made in developing the BLTS system. It will cover what we did to test, evaluate, and solve problems,
based on what problems were already known; what new problems appeared and how they were handled;
and how the system was integrated.

2 System Engineering

The first question to answer was how to meet the user's need for a small hand-held document triage
device while working within the limitations of available technology. While there are some small X-86
compatible tablet computers available now, we were unable to find suitable products for the BLTS
application when this effort was started. Even the current X-86 based tablets are much larger than typical
PDAs. If we limit the Soldier-carried device to a PDA then we seriously limit the processing
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Figure 1: PDA BLTS Components

BLTS Process Flow
Client (PDA) . Server (Laptop)
Image Capture E i Input Queue File Watcher
- Camera ' E - Hold Document - Pass Document
- GUI + 1 | Images for FALCon Images to FALCon
; E for Processing
l P f FALCon
Wireless Interface | ' | Wireless Interface - Process Document
- Send Document : .! - Receive Document Images
Image t 1 | Images o Preprocess Image
- Receive Result 4 - Return Results © OCR Image
o Translate Text

Figure 2: Process flow for PDA BLTS

o Keyword Search
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capability that is available. We decided to use a client/server architecture with a laptop for the server and
PDAs as the clients. This permitted us to use the existing FALCon document triage software to provide
the core functionality. The PDA is then used as a document capture and display device. A wireless
network is used to transfer document images from the PDA to the laptop, and to transfer the translation
result from the laptop back to the PDA for review. The process flow for PDA BLTS is shown in Figure 2.

The next issue then was to select an appropriate method for document input for the PDA. Using any type
of scanner would dramatically increase the size of the handheld system and would not be feasible. We
decided instead to use a digital camera module that would plug into the PDA client device. Based on
initial work using digital cameras to input document images for translation [1] and on test data collected in
the lab, we knew that VGA resolution cameras were simply not sufficient for document image processing
unless the area to be translated was severely limited. The release of 1.3 mega-pixel cameras was the
final system component that ensured the success of the PDA BLTS system design.

Another issue in the design of PDA BLTS was the limitation of the wireless data link. If the Soldier
operates the BLTS PDA beyond the range of the data link then document images cannot be sent to the
BLTS Server for processing. Due to the processing limitations of the PDA, we found it difficult to
implement an automated queuing system for delivery of document images to the server for processing.
This could also have confused the user if document images sent for processing were not returned in a
reasonable time because they were being held on a queue. Instead, we put the burden of operation on
the user. We provide a message to the user when the wireless link is not available and they are given the
option of saving the image for retransmission at a later time.

With the system engineering solutions in hand, we then turned to selecting hardware components for
PDA BLTS as described in the following sections.

2.1 Hardware Selection

In the design of PDA BLTS we were required to select suitable hardware components for all of the BLTS
functions. All hardware selections were performed in conjunction with Engineering Systems Solutions of
Frederick, Maryland, the integration contractor selected for this project. All of the PDA BLTS components
needed to be operational in extreme field environments. Since this is a prototype for pilot field-testing,
there was not a requirement that the components be MIL qualified.

In designing BLTS, we have worked toward a solution that gives the Soldier a handheld device for
document triage. Due to the PDA’s limitations of low processing speed, small memory capacity, and the
incompatibility with COTS software developed for the Microsoft Windows XP/2000 operating systems, we
were forced to utilize a client server architecture for PDA BLTS for the current system designs. Given the
time constraint, there was no way to port the COTS (MT, OCR, etc.) that form FALCon to the PDA,
financially or technologically. FALCon was an in-house product that could easily be integrated into the
current system design, and would be completely accessible by PDAs through a client/server architecture.

2.1.1 PDA Selection

As part of system design we were required to decide on commercial versus rugged hardware platforms.
There are many rugged PDA platforms available on the market today. The problem is, we will not know
what will be available tomorrow. The problem is even worse in the commercial PDA market where product
lifetime is typically less than two years. An additional selection criterion was the cost of the equipment.
Rugged PDAs are typically 3 to 5 times more expensive than the commercial equivalents. Users were
questioned on their preference for quantity versus ruggedized and their preference was for a larger
quantity of commercial systems for initial pilot testing. The PDA selection criteria were: COTS product;
fastest processor available; SDIO memory slot for camera; operate in extreme environmental conditions.
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After purchasing and testing sample PDAs, we selected the HP h5555 for version 1 of PDA BLTS. When
we started production of version 2 we found that the h5555 had been discontinued. We then re-evaluated
available products and selected the hx2750 PDA by HP. The hx2750 provided a 330% increase in battery
life and doubled the range of operation for the wireless network.

2.1.2 Laptop Selection

The requirements in the selection of the laptop for the BLTS server were to run the Forward Area
Language Converter (FALCon) software (the core translation software for BLTS), to provide wireless
network connectivity to the BLTS PDAs, and support operation at temperatures from 30° to 130°
Fahrenheit. The laptop selected is the Panasonic Toughbook CF-18. Built with Centrino technology, the
CF-18 runs software for the BLTS Server, scanner, and FALCon and supports wireless network
connectivity for five PDA’s. The server queues documents from the PDA and scanner, passes the
documents to FALCon for translation and keyword search, and returns the translated results to the
appropriate PDA as shown in Figure 2. If the document processed is from the scanner, then the FALCon
results are stored on the server for later review.

2.1.3 Scanner Selection

The selection criteria for the BLTS scanner included small size, extended temperature operation, and
simplicity of operation. From previous prototype fielding of FALCon, we found that users had difficulty
using sheet fed scanners to process bound or stapled documents in the field. Based on those issues we
started the initial research on the application of digital cameras for document input as reported in [1]. Fiat
bed scanners have been greatly reduced in size in the 7+ years since our prototype fielding of FALCon.
For BLTS, we selected the smallest COTS flat bed scanner that we could find. We then tested three
samples of that scanner at 130 degrees F during the day and 30 degrees F at night to simulate harsh
environments encountered in some military operations. Although the temperature range tested far
exceeded the manufacturers specifications, the scanners tested performed well. Based on this testing we
selected the Canon LIDESO ftat bed scanner for the BLTS application.

During user training for PDA BLTS, users requested sheet-fed scanners to replace the flat bed scanners.
The sheet-fed scanners are much smaller than the flat bed scanners making them more portable. The
trade off is that the sheet fed scanners are not able to scan bound and oversized documents. Version 1 of
PDA BLTS was delivered with flat bed and sheet fed scanners, version 2 of PDA BLTS was delivered
with sheet fed scanners only.

2.1.4 Digital Camera Selection

The BLTS PDA Camera selection criteria was, for the most part, geared toward finding a camera with the
highest possible resolution that would provide high quality images at close range with minimal optical
distortion. The market for high-resolution compact flash or Secure Digital (SD) PDA cameras is very
limited. Of the small number of devices available, we reviewed data sheets and selected four different
models for evaluation. One of the cameras selected for evaluation included a photo flash capability, which
we thought might be helpful. Unfortunately, the addition of the flash unit to the camera resulted in a
package that was so large and so heavy that it was not at all suitable for this application. The poor quality
of the optics further reduced the usability of this camera. The Veo Phototraveler and the HP Photosmart
turned out to be the same cameras with a minor difference in the layout of the camera body. Both of
these cameras provided good imaging capability at close range with minimal optical distortion. We
selected the HP Photosmart mobile camera, a 1.3M pixel SD camera, because it provided good quality
document images and was compatible with the h5555 PDA. We used the software development kit from
Veo with the HP Photosmart camera to provide a full solution for the integration of the digital camera into
the BLTS PDA and software.
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Through previous work with 3.3M pixel digital cameras done in [1], we developed a preprocessing
algorithm for document images to improve FALCon OCR accuracy. During an additional evaluation of a
5.1M pixel camera we discovered an improved method in our algorithm to increase OCR accuracy for
both low and high-resolution cameras. We currently use this preprocessing algorithm on document
images captured by the current 1.3M pixel SD camera before passing them to FALCon for translation.

2.1.4.1 Document Image Size Limitations

in order to evaluate the PDA camera, tests were also performed to determine the optimal range of font
sizes and page sizes that would yield the highest OCR accuracy when capturing and processing
document images with PDA BLTS. These tests confirmed that document images with font sizes greater
than 10pt and 250 DP! yield the optimal OCR results, with accuracies from 92% - 95%. OCR accuracy fell
quickly when document images with font sizes less than 10pt were processed as shown in figure 3. The
same was true for document images with 320 DP} as shown in figure 4, but the drop in overall OCR
accuracy was much smaller for font sizes of 10pt and less as would be anticipated given the increased
number of pixels on each character.

Based on these resuits, the camera selected for PDA BLTS should be sufficient for capturing and
processing half-page document images and should produce optimal OCR results for documents with font
sizes of 10pt or larger.

3 System Software Components

The following sections describe the software components of PDA BLTS.
BLTS Server

The BLTS Server software acts as a link between the BLTS PDA and the Forward Area Language
Converter (FALCon), the back-end software that produces all machine translations and keyword results.
The BLTS Server keeps track of all connected BLTS PDA’s. It is also responsible for receiving all

OCR Test 250 DPI

100.00%
80.00%

60.00%

Accuracy

40.00%

20.00%

0.00%

Font Size

I A

Figure 3: OCR Font Test result for 250 DPI documents
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OCR Test 320 DPI |

98.00%
96.00%
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84.00%

Accuracy

Font Size

——— e

Figure 4: OCR Font Test result for 320 DPI documents

document pictures and sending all translation results to and from the PDA’s. If the Soldier is near the
BLTS Server with documents in hand, he or she can scan the documents, which are then automatically
routed to the BLTS Server through the BLTS Scanner software. The images are then stored and
translated for review.

3.1 BLTS PDA

The BLTS PDA software uses wireless communication to exchange data with the BLTS Server. The
software provides a user interface to capture document images using the camera and displays the
translation results for review.

3.2 FALCon

FALCon, the Forward Area Language Converter, is a tool that utilizes optical character recognition (OCR)
and machine translation (MT) to help non-linguists identify the importance of foreign language documents
captured in the field. Scanned document images or digital camera images can be loaded into the
FALCon software which then converts the images into text characters and translates the text into English.
Keyword lists can be created and specified by the user, which would be used to search the resulting
English text, or if the appropriate foreign language lists exist, search the foreign language text.

During the development of BLTS, the original build of the FALCon software had undergone several key
changes. The Machine Translation software, Transphere’s Apptek, used by FALCOn for Arabic text
translation was updated from version 2.6.17 to 2.7.0.35 to address key issues where during transliteration
some English word letter combinations would consistently err, word definition selection would translate to
the least probable seiection, and proper names would not completely translate.

192




3.3 BLTS Document Review- Server

All images and resulting documents can be reviewed using the BLTSDocumentReview on the laptop.
This software provides a display that conveniently groups the document pictures with their respective
Optical Character Recognition (OCR), Machine Translation (MT), and Keyword search results. A scaled
down version of this software is also used to review MT and Keyword search result files on the BLTS
PDA.

4 Software Design

The software design issues were numerous. The first issue was to figure out how to allow the system to
support multiple users, and process documents concurrently. Each BLTS Server supports up to 5 BLTS
PDAs; so, 5 Soldiers can send documents for processing at the same time. Since FALCon processes
one document at a time, FALCon became the bottleneck in the PDA BLTS process. The solution was to
adapt a multi-threaded server architecture with a document queuing process. This allowed users of the
five BLTS PDAs to send documents simultaneously and to continue capturing and sending document
images for processing. Controlling document return flow was the next issue to be resolved. An output
queue was implemented on the BLTS Server to hold translation results. When ftranslation results are
available for a BLTS PDA on the server, the server checks to see if the PDA is available. If the PDA is
not available the results are stored in the queue. If the PDA is available, then the results are returned to
the PDA for review by the Soldier.

4.1 Software Improvements

The initial design for BLTS used FALCon as the backend translation software, but the processing time for
this first implementation was very slow (two and a half minutes to process a half page document). The
process time includes the image transmission from the PDA to the server to the moment the user is
notified on the PDA that the result is ready for review. By testing the individual software components, we
discovered that FALCon’s initial sequence of language library loads for machine translation was
contributing heavily to the drag on process time. Each time the FALCon process was called, the MT
libraries would be reloaded on the server, causing unnecessary delay in the overall performance of BLTS.
However, when FALCon was run in batch mode, the initialization process was only run once, at the
beginning of the batch. The first document processing time was still over two minutes, but the remaining
documents were processed at a rate of less than forty-five seconds. We had the FALCon team modify
FALCon so that the batch mode would remain in memory and monitor a folder for new documents to
translate. As a result each half-page document takes approximately 45 seconds to process.

In response to user feedback, the Soldier is given an option on the BLTS PDA that forces the server to
store all translation results for that PDA on the server. The Soldier can then process larger quantities of
documents without interruption and retrieve ali of the results for review at a iater time. Also from user
feedback, documents and results are stored in non-volatile memory on the PDA in case of battery failure
or system malfunction so that results will not be lost.

The first version of PDA BLTS did not take into consideration the cumbersome task of system
configuration. The user had to set the network SSID, IP address and WEP encryption for the server and
all five PDAs. During the initial training of the system, we noted that this section took the longest to train
the Soldiers. The requirement to configure the network and security components detracted from regular
system use. Because of the frequency in the need to configure the PDA, it was necessary to automate
this process. The current configuration only needs a system number, which is located on the device, as
user input. The network and security settings are automatically configured and re-configured, on the
PDA, if that information is lost due to battery failure or a hard reboot.
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4.2 User Interface Design

Another major design area was the user interface. Through many field tests and exercises we have
found Army Soldiers to be both intelligent and resourceful. If you design a good product that they can
use, they will use it. In all aspects of the design of the user interface we attempted to make system
operation simple and flexible within the limitations of the hardware, development environment, and
operating systems used. Most of the BLTS PDA software features are controlled by menu bar buttons
across the bottom of the PDA display. These buttons change as the operating mode changes. All of
these “soft” buttons are linked to the corresponding hardware button located under the menu item. In this
way the Soldier can operate the system without the need to locate, remove, and use the stylus. The
users fingertip can generally manipulate those windows that do require touch screen use for proper
operation. Along with design considerations that encompassed physical attributes of the system, we had
to keep in mind that the main purpose for the BLTS PDA is data management. Document information
obtained from the BLTS process had to be formatted in a display so that users could make decisions
upon review.

4.2.1 BLTS Document Review

The Soldier's main objective when using PDA BLTS is to aid human translators by making key decisions
to ensure critical documents are identified and passed to the appropriate authorities as quickly as
possible. As such, the Soldier must understand the importance of the system’s output in relation to their
mission. FALCon creates four document outputs during the triage process; the document image, OCR,
MT, and keyword resuits. Each document has its importance to the end user and PDA BLTS is designed
so that access to the results is simple, convenient, and understandable.

4.2.1.1 FALCon Output Format

The document image is the original view of the document either scanned or photographed. The image by
itself is a digital link to the original document. By viewing the image, the Soldier can associate it to the
physical document without knowledge of the language through simpie pattern matching. The OCR -
Optical Character Recognition output is not as helpful to the Soldier because it is not easy to see
differences between the actual document and the OCR’ed document. The OCR’ed document may be
more useful to the human translator who can correct OCR errors and obtain better translations. The
appearance of the MT results could be best described as “word soup”, or a mixture of non-cohesive
words, phrases, and foreign character strings. This document can aid in the Soldier’s ability to easily
identify nouns, proper nouns, and action verbs and provide additional information not included in the
keyword list. The keyword result document displays the frequency of mission related keywords found in
either the machine translated document or the OCR document. FALCon allows the Soldier to edit and
add customized keyword lists based on the current mission requirements.

4.2.2 BLTS Document Review-Server

BLTSDocumentReview is a server side application that aids users stationed at the laptop to view all four
FALCon output files, as shown in figure 5. All documents scanned or transmitted from the PDA’s are
stored, organized on the server and accessible from BLTSDocumentReview. This application allows
users to review data from a specific PDA source or the scanner. The user can determine the time and
date that each data input file was captured and can also traverse through all of the input files in order.
Most important, each document image is linked to its processed results. When all documents have been
analyzed, the folder containing the mission’s data is then closed and tagged with pertinent information
regarding the mission. This data can be sent to higher commands for further investigation.
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Figure 5: BLTS Server Document Review

4.2.3 BLTS Document Review-PDA

Document review on the BLTS PDA was an interesting problem. The display on the PDA is quite small
and has low resolution so it is difficult to display a great deal of visual information. Since the latency
between sending a document for translation and receiving the result could be more than a minute, we felt
that it was very important to provide the user with the ability to see both the resulting text transiation and
the original document image. Our initial implementation required the user to open the text transiation
result from Windows File Explorer for review, then close that view and open the document image to see
what the original document was. The user then had to close all views and close File Explorer to continue.
This was very cumbersome. After considering different alternatives we implemented a dual view display,
shown in figure 6, that shows the original document as a thumbnail view at the top of the screen with the
text translation result below. If the user taps on the document image it is enlarged to fill the screen and a
limited amount of text is displayed. If the user taps the document image again the display reverts the

original thumbnail view with large text area. In this way the Soldier can see both the original document
image and text result on one display.

Tap on the
document. picture
to enlarge image.
Tap again to make
the picture small,

KEYWORD DETAILS —

CHEMICAL (3 tatal hit(s)) ****

CONTROL (1 total hit(s)) **** ]
GAS (2 total hit(s)) **** f
NERVE GAS (3 total hit(s)) ****

ORDER (1 total hit(s)) ****

PROTECTION {2 total hit(s)) ****

SHAKE (1 total hit(s)) ****

SHELTER (1 total hit(s)) ****

e |

TORIC L2 wtd ) | |CONTROL (1 total hit(s)) ****
¥| |NERVE GAS (3 total hit{s)) ****

Open Prev Newt Exit .Open Prev et Bat

-- KEYWORD DETALS --

Figure 6: BLTS PDA Document Review. Machine Translation can be viewed by scrolling down in
the text view.
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5 Conclusion and Future Work

The various COTS software components required to implement a document triage system on a PDA were
not available when this effort was started. Handheld PCs were also not available. Hence, to develop a
handheld document triage system required the implementation of a client/server architecture system that
utilizes a PC-based server and PDA-based handheld devices. Handheld PCs may soon be small enough
to permit a handheld document triage system to be build that is based on FALCon or similar COTS based
products. As an alternative to “waiting for the COTS market”, the Army is using a Small Business
Innovative Research (SBIR) contract to fund the development of custom software to perform document
triage on handheld PDA platforms.

Systems developed for field use must take the needs of the Soldier into account. User interfaces must be
simple and easy to use, not because the Soldiers are not able to work with complex interfaces, but
because the Soldiers have a larger mission to perform. We cannot anticipate that our system will receive
the users full attention and we must design accordingly.

The version of PDA BLTS described in this paper will be replaced in the future by a document triage
system that requires only the PDA and PDA mounted camera. This future version is aiready under
development by contractors to the U.S. Army and some of that work will be presented at SDIUT'05.
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Multi-Language Handwriting Derived Biometric Identification

Donald T. Gantz, PhD John J. Miller, PhD
George Mason University
Fairfax, Virginia

Abstract

This paper provides a discussion of key technologies
underlying the development and implementation of a
Handwriting Derived Biometric Identification system.
Three applications for author identification through
handwriting are in development based on this system:

1. Individual Identification
2. Document Clustering
3. Forensic Document Examination

Individual Identification involves relating a document
of unknown authorship to a data base of reference
samples of handwriting from known authors.

Document Clustering encompasses grouping documents
based on handwriting characteristics without
knowledge of specific author identity.

Forensic Document Examination involves building a
statistical foundation that will support court room
testimony by expert witnesses that will withstand
Daubert Challenges raised against handwriting
analysis as evidence.

This paper focuses on the technical foundations of
Individual Identification.

Handwriting Derived Biometric Identification exploits
the rich set of measurements available through
Isomorphic Graph Matching which is a technique
based on Graph-Theory that is used to identify the same
written forms in different writing samples. By
statistically comparing measurements on similar
objects across different writing we are able to identify
those writing characteristics that best distinguish or
characterize individual authors. An author’s biometric
identity is defined through the measurements that are
determined to characterize that author’s writing in the
sense that those measurements have the power fo
distinguish the author's writing from that of other
authors. Handwriting Derived Biometric Identification
is a computationally intense process that utilizes
statistical discrimination algorithms.
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1 Overview

An automated process parses a handwriting sample to
identify individual characters. This process uniquely
associates each parsed character with a graph. For
purposes of this paper, the software tool that makes this
association is referenced as the “Graph Builder”. Each
graph is a collection of nodes connected by loops and
curves. Nodes are located at the ends of curves or
where curves cross. The following example
demonstrates that there is a very large set of physical
measurements defined for even the simplest graphs.

Character: a

Graph Model: 4:;112

Number of Edges: 3 ﬁ_‘
Number of Vertices: 4

Measurements for Graph 4:112 Number of
Measurements
Absolute Distance
Vertex 10 Vertex 6
Vertex to Edge Centroid 12
Vertex to Edge Contours 12
Edge Centroid to Edge Centroid 3
Edge Contours to Edge Contours 3
36

Centroid Distance
Vertex to Graph Centroid 4
Edge Centroid to Graph Centroid 3
Edge Contours to Graph Centroid 3
1

Graph Direction
Vertex to Vertex 18

Vertex to Edge Centroid 24

Vertex to Edge Contours 24

Edge Centroid to Edge Centroid 6

Edge Contours to Edge Contours 6
78

Centroid Direction

Vertex to Graph Centroid 12

Edge Centroid to Graph Centroid

Edge Contours to Graph Centroid 9
30




Exit Direction at Vertex 6
Skew 3
Edge Aspect Ratio 3
Edge Length 3
Bending Energy 3
Bezier Offsets 24
42
Total Features for Graph 196

Prior to biometric analysis, character recognition
automatically associates each graph with a letter from
the alphabet. The graph used for character recognition,
or a reduced version of the graph, is used for biometric
identification. A particular graph, appropriately flexed
and shaped, can fit many different letters of the
alphabet. There are about 25 graphs that typically
account for about 90 percent of English handwriting.

The biometric identification work in this paper is based
on a handwriting database prepared by the FBI
Laboratory. Over 500 writers wrote ten copies of the
London Business Letter.

Our London business is good, but Vienna and
Berlin are quiet. Mr. D. Lloyd has gone to
Switzerland and I hope for good news. He will be
there for a week at 1496 Zermott St. and then goes
to Turin and Rome and will join Col. Parry and
arrive at Athens, Greece, Nov. 27th or Dec. 2nd.

Letters there should be addressed 3580 King James
Blvd. We expect Charles E. Fuller Tuesday. Dr.
L. McQuaid and Robert Unger, Esq., left on the
"Y.X. Express" tonight. My daughter chastised me
because I didn't choose a reception hall within
walking distance from the church. I quelled my
daughter's concerns and explained to her that it was
just a five minute cab ride & would only cost $6.84
for this zone.

Five copies were in script and five copies were printed.
This paper reports our success at biometric
identification based on each author’s five script copies
of the London letter. The first, third and fifth script
copies are used to biometrically model an author; the
remaining two copies are used to test the accuracy of
biometric identification based on the authors’ biometric
models.

2 Letter/Graph Pairs

Each copy of the London letter provides multiple
samples of all letters in the alphabet. We have
observed that authors are very consistent relative to the
associations between letters of the alphabet and the
graphs assigned to them by our Graph Builder. For
instance, Table | presents a breakdown of the letter to
graph correspondences observed for a particular author
among the characters in the three modeling London
letters for this author.

Table 1: Distribution of letter/graph pairs that has been observed in a particular author’s modeling paragraphs. [In
this table, the entries are percentages. These percentages add to 100% across each row; i.e., each row is a
conditional distribution of graphs for the given letter. For instance, 38.9% of Author #1’s use of letter ‘a’ are

associated with isomorphism 4;112.0.]

Author=1 .
6

- 8 9 8 .

4 6 5

- - 1 - 1 -

1 7 1 1 1 1

4 (] - 2 6 3 2 1
- 6 0 6 1 - - 6 a . 2

¢ 8 - - 2 2 1 . 2
h 8 1 1 1 0 4 4 1 1 - 0 4 1
a 4 4 1 2 1 - - 2 1 5 - - 2
r 0 2 8 2 2 2 6 - 3 - 6 0 8
a 2 1 3 1 - 4 4 4 1 1 - 1 r] -
c 1 6 2 - 2 0 6 9 - - 1 6 2 - 0 6
t 1 2 4 - 2 0 4 6 0 0 1 1 2 6 ) 0 - 4
e 9 6 2 1 - - 2 2 - - R 3 .
r 2 0 0 4 4 0 6 0 0 0 0 8 8 0 0 0 0 2 0
a 38.9 38.9 22.2 -- - -- .
c .- 471 -- 52.9 -- -- .- -
d - -- 100.0 - -- .- - A A
e 24.8 -- -- 48.9 26.3 -- .
i - - e 100.0 -
1 -- -- 35.9 64.1 -- .
n -- 65.2 34.8 -- R ) .
° -- - -- -- 100.0 - R
r .- 22.1 -- 77.9 -- -- - - R ) A A )
s 33.3 29.6 37.0 -- -- --
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assigned to the column graph. Entries in the table are
constrained in that percentages are only calculated for
those letter/graph pairs which were observed at least
ten times in the author’s modeling London letters.

Each row of the table refers to a single letter; and
each column of the table refers to a particular graph.
The numbers in each row of the table present the
percentage of occurrences of the letter that were

Table 2: The same information as in Table 1, but for Author=10.
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6
. 8 9 8 .
4 . 6 . 5
. . 1 . 1 .
. 1 7 1 - 1 1 1
4 - 0 . - 2 6 - 3 2 1
- 6 0 6 1 - - 6 a - 2
c 9 - . - 2 2 - 1 - - 2 -
h - 8 - 1 1 1 0 4 4 1 1 - 0 a 1
a a - a 1 2 1 - - - 2 1 5 - . 2
v - . 0 - - 2 8 2 2 2 6 . - 3 - 6 0 8
a 2 1 - - 3 1 - - - a a a 1 1 - 1 4 - -
c . 1 6 2 - 2 0 6 9 - - . . 1 6 2 . 0 6
t 1 2 4 - 2 0 - 4 6 0 0 1 1 2 6 0 0 - 4
e 9 . . 6 2 - 1 . - . - 2 2 . - - - 3 -
r 2 o 0 4 4 0 6 0 0 o 0 8 8 0 0 0 0 2 0
a 19.2  -- 48.1  -- = .- - e - 827 .- - .- -
¢ --100.0 - - - o .- S e e e e e . e e e el -
. S e e e e - 100.0 -+ -- - -
e -- 42,0 -- 7.0 - 28.7 -- B - S - e ee 2.6 .- .
h o == 100.0 == -s asee - e e e e e S e e e -
i -- 338  -- .- -- .- 66.2 - e e e e e S e e e . -
1 --100.0  --  -- -- .- o - e e e e D .
n .- 75.8 - .- .- .- 24.2 e - e e e e -
0 42.9  -- 57.1 - .- oo .- S e e e e S e e e s -
ro-- 29.7 .- 56.0  -- .- .- B L - S e e e s -
$  -- 56.7 43.3 .- - .- - c e e e e s S e e e s -
t - e e e e e - 25,4 -- 55,2 - .- < ee e- - 19.a -
U e e e ee e e -100.0  -- .- o= .- S e e el -
e - e- --100.0 .- -- e e e s -
Table 3: Observed frequencies of letter/isomorphism pairs occurring in Author #1°s test paragraphs.

Author=1
- - 9 8
a 5 6 -
- - - - 1
1 - 1 - 1 7 1
o 4 1 - 6 - - 3 - 2
0 - 2 - 6 - 6 6 4 1 -
¢ - - 9 . 5 - 1 - - - 2 2
h 1 - - a 8 1 - - 1 1 1 1 0 0 4
a 2 a a - - 2 5 2 1 2 1 1 - - -
r . - - 8 - - 6 0 8 - 2 2 . 2 3 6 2 0
a 1 . 2 3 - 1 1 4 - - 1 5 - 1 - . 4 a -
¢ - 2 - - 6 1 2 - 6 6 2 - 0 1 9 6 - . 0
t 1 - 1 2 a 2 0 1 a 4 0 1 - 2 6 6 0 0 -
e 2 6 9 2 - - - 2 - - - 2 1 . - - . . 3
r 8 4 2 a 0 () 0 8 0 0 0 8 6 0 0 0 0 0 2
a 0 o 28 0 o 13 0 o 10 0 o 0 o 0 0 0 0 0 0
c o 14 0 0 0 12 o 0 0 0 0 0 0 0 0 0 0 0 0
d 0 0 0 0 0 0 0 0o 14 0 o 0 o 0 o 0 0 ) 0
e 0 0 23 58 0 o 15 0 0 0 0 0 0 0 0 0 0 0 0
i 0 o 0 0 0 0 0 0 0 0 0 0 50 0 o 0 0 0 0
1 0 0 o 13 0 0o 14 0 0 0 0 0 0 0 0 o 0 0 0
n o 32 0 0 o 25 0 0 0 0 0 0 0 0 0 0 0 0 0
o 0 0 0 o 10 0 0 0 0 0 0 0 0 0 0 o 0 0 0
r 0 50 0 o 0 9 0 0 0 0 o 0 0 0 0 0 0 0 0
s o 11 13 0 0o 10 0 0 0 0 0 0 0 0 0 0 0 0 0
t 0 0 0 0 0 0 0 0 0 o 0 0 0 o 10 0 0o 25 0
u 0 0 o 0 0 8 0 o 0 0 0 0 0 0o 16 0 0 0 0
w 0 0 0 0 0 0 ()} 0 0 (] 0 0 0 o 1 0 o 0 0
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Table 2 presents the same style of breakdown for
another author. Table 3 presents the number of times
that letter/graph pairs were observed in the first
author’s two held out London letters. Again,
frequencies in Table 3 are constrained in that
frequencies are only tabulated for those letter/graph
pairs observed to occur at least ten times in the
author’s two held out London letters. We can use the
tabulated information in these style tables to
investigate how strongly the patterns of letter/graph
associations identify unknown authors.

Hypothetically, consider Author A’s two held out
London letters to be written by an Unknown Author.
We can get expected frequencies if Author A were
the Unknown Author by multiplying the number of
occurrences of each letter of the alphabet by the
decimal values represented by the percentages, as
seen in Tables 1 and 2, in the row for that letter. We

STANDARDIZED
DIFFERENCE

-4.2 1

-3.9

-3.6

-3.3

-3.0

-2.7

-2.4

-2.1

-1.8 0

-1.5 000

-1.2 000000000

-0.9 0000

-0.6 000000000000000
-0.3 00000000000000
0.0 00000000000

0.3 00000000000

0.6 0000000000

0.9 0000000

1.2 0000

1.5 00000

1.8 00

2.1 00

2.4 0

2.7

3.0

3.3

]
5 10 15 20
Frequency

can then compare the resulting expected letter/graph
pair frequencies to the actual observed letter/graph
pair frequencies for the Unknown Author. An
obvious metric to use for measuring the differences
between the expected and observed frequencies is the
sum over all table entries of the squared differences
between observed and expected values. We did these
calculations for a set of 100 authors from our
database; that is, we compared the pattern of
observed letter/graph pair frequencies for Author A’s
two held out London letters to the modeling London
letter data for each of the 100 authors. The resulting
100 sums of squared differences (after
standardization) are presented in the histogram of
Figure 1. In Figure 1, Author A is represented by the
symbol ‘1’ and each of the other 99 authors is
represented by the symbol ‘0°. Author A, the true
identity of the Unknown Author, is very clearly
discriminated from the other 99 authors.

Cum. Cum.

Freq Freq Percent Percent

O W= 0000000 —

OO =NNMOOGOH

1 1.00 1.00
1 0.00 1.00
1 0.00 1.00
1 0.00 1.00
1 0.00 1.00
1 0.00 1.00
1 0.00 1.00
1 0.00 1.00
2 1.00 2.00
5 3.00 5.00
14 9.00 14.00
18 4.00 18.00
33 15.00 33.00
47 14.00 47.00
58 11.00 58.00
69 11.00 69.00
79 10.00 79.00
86 7.00 86.00
90 4.00 90.00
95 5.00 95.00
97 2.00 97.00
99 2.00 99.00
100 1.00 100.00
100 0.00 100.00
100 0.00 100.00
100 0.00 100.00

Figure 1: Standardized Sums of Squared Differences
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This strong discrimination was typical regardless of
the author playing the role of the Unknown Author.
Each of the 100 authors had the lowest sum of
squared differences among all authors when that
author played the role of the Unknown Author.

The above computations show that:

1. Authors are very consistent relative to the
associations between letters of the alphabet and
the graphs assigned to them.

2.  When the writing samples from authors in a
database are as rich as they are in our London
letter database, the patterns of letter/graph
associations can be a powerful identifier of
authorship.

3 Biometric I1dentification

The paper will now turn to the problem of author
identification for authors who are observed to be very
similar in that the Graph Builder assigns the same
graph to their writings of a particular letter. The
graph in question, as noted above, will have hundreds
of measurements defined for it. The quantity of
writings available from the author will determine the
number of occurrences of the letter/graph pair.
Typically, there will be many more graph
measurements than there will be observed
occurrences of the letter/graph pair. This makes the
data analysis subject to the curse of dimensionality.

3.1 Discriminant Analysis

One of the statistical methods we use to distinguish
the data for similar authors is stepwise discriminant
analysis.” We apply this technique by isolating
corresponding letter/graph pairs from different
handwriting specimens. That is, we inspect different
writing samples to locate instances of the same letter
written as the same graph, assigned by the Graph
Builder. In practice, this task is accomplished by
automation that uses recognition to identify the
character and uses the Graph Builder to assign the
appropriate graph. Once the pairing is done,
discriminant analysis will find a small subset of the
graph measurements that do a good job of

" In this article, the curse of dimensionality refers to
the fact that the amount of data available (in terms of
occurrences of a letter/graph pair) is insufficient to
support an analysis with such high dimensional data
(i.e., such a high number of measurements). Some
technique must be employed to reduce the
measurements to a small set (the Biometric Kernel).
2 SAS/STAT Users Guide, Version 9.1.
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discriminating the data on this letter/graph pair for
two authors. Stepwise discriminant analysis will

1. Select a small number of measurements for
discriminating the two authors’ data; and

2. Provide a weight (canonical coefficient) for each
selected measurement.

We combine the values of the selected measurements
using the weights; the resulting new measurement
(canonical variable) gives the best available
discrimination of the data from the two authors.
Figure 2 presents a histogram for such a canonical
variable and shows the resulting separation of the
data from two authors.

i Characterization of Author 0013 .
‘ Results of Discriminate Analyses from Iteration B File
Discrimination of Aauthor 0013 from Comparitor 0014

‘ canl

. Midpoint
‘ -4.0 0 [ 0.00 o.
: -2.5 EBEEBEEBBE H 2 1.74 1.
‘ -3.6 BBEEREBBBEEEBBBEEEBE 4 3 2,45 5.
-3.4 EBBBBBBEBE 2 5 1.74 5.
-3.; EBEEGBEBBE : 10 1.74 8.
-3.0 o 10 a.00 8.
‘ -2.8 BEBBBSBBEBEEBBBEEBEGREEEEEBBEER 6 16 5.22 13,
-2.6 -t 4.35 18
I -z.4 BBBEDEBBEEEEBEEEERBERERES T 6 4,35 22
| -2.2 ©GBBBEEBESEBBBEBEBERE 4 30 3.48 26
-2.0 EEBEEBEEBE 2 32 1.74 27
-1.¢ EBEEBEEBBEDEEBEBEEEEGEEBE 5 37 4,35 EH
-1.6 & a3 .22 7
‘ -1.4 EBBBE 1 44 0.87 38
-1.: BBESB 1 48 0.87 39
i -i.0 BEEEBBEEBE 47 1.74 4D
‘ -0.3  ©BBBBE 1 as 0.87 4l
-0.6 EBBBE 1 49 0.87 42
-0.4 BBEEBEEBBE @ 51 1.74 44
‘ -0.2 3 54 Z.61 46,
0.0 AAAAABBEBE 2 te 1.74 48,
0.2  AARAAEEBEE :  ss 1.74 &0
0.4 AMARA PR 1.74  E2
‘ 0.6 AARALAAAAA P 1.74 53
: 0.8 AARRA 1 63 0.87 54
; 1.0 AABRARRARA R 1.74 56
‘ 1.2 A 5 70 4.35 60,
! 1.4 AARSA i 0 0.87 6l
| 1.6 A & 77 5,22 €6
‘ 1.8 AAAAAA A 5 82 4.35 71
| 2.0 AAL ARSI A 6 a8 5.2 76
X 2.2 MA A 7 38 £.08 &2
2.4 4 99 3.48 86
‘ 2.6 AARRAAAAAA 2 101 1.74 &
' z.8 A A T 106 4.35 9z
| 3.0 AAARAARA A A 5 111 4.35 26
| 302 psAsA 11z 0.7 97
I 3.4 RARAA 1113 0.87 98
1.6 o 113 0.00 98
IIE AAARAAAAAA 118 1.74 100
\ 4.0 0 118 0.00 100
| 1 2 3 4 5 e 7
! Frequency
i‘ symbol Source Symbol Source
! A 0013 B 0014

Figure 2: Discriminant Analysis tor 1'wo Authors

3.2 The Biometric Kernel

Say that we have 100 authors in our data base who
have been observed to be very similar in that the
Graph Builder assigns the same graph to some of
their writings of a particular letter. We can use
stepwise discriminant analysis to compare Author 1
one-by-one to each of the other 99 authors. We
combine the results of the 99 stepwise discriminant
analyses to reduce the original list of hundreds of
measurements defined for the letter/graph pair to a
still large but much smaller list of measurements with
demonstrated power in discriminating Author 1 from

Cum. cum.
Freq Freq Percent Fercent




each of the other 99 authors.®> By repeating the entire
process several times, we are able to isolate about a
dozen of the measurements that are powerful for
discriminating Author 1 from each of the other 99
authors. We refer to these final dozen (or so)
measurements as Author 1’s Biometric Kernel for the
particular letter/graph pair.

Following the steps in the preceding paragraph for
each author in the pool of similar® authors, we define
a Biometric Kernel for each author. We form a
database for identification by storing the following
information for each cohort of similar® authors:

1. The names of the Biometric Kernel
measurements for each author.

2. For each pair of authors (say, Author A and
Author B), the weights (canonical coefficients),
using Author A’s Biometric Kemnel, that form a
canonical variable that discriminates Author A’s
data for the specified letter/graph pair from
Author B’s data for the same pair; and the
corresponding weights associated with
discrimination of Author A’s data from Author
B’s data using Author B’s Biometric Kernel.

3. The means and standard deviations of Author
A’s data and Author B’s data for each canonical
variable computed in #2.

3.3 The Competitive Matrix

We conceptualize the stored information for a cohort
of similar authors as defining a Competitive Matrix;
see Figure 3.

Comparator
Author

Modeling
Author

A4

AR

Figure 3: The Competitive matrix

3 The results are a subset of the graph measurements
with weights; each comparison to a new author
provides a new subset of measurements and
associated weights.

* Authors are similar in that in their three London
Letters used for modeling our Graph Builder assigned
the specified graph to some of their writings of the
specified letter.

> See Footnote 4.

The structure of a Competitive Matrix is determined
by associating the matrix’s rows with the author
whose Biometric Kernel is the basis of the
discrimination; we say that rows are determined by
the Modeling Author. Each column is then associated
with a single Comparison Author, that is, the author
whose Biometric Kernel is not used as the basis of
the discrimination. Otherwise stated, the matrix uses
each author twice, once as a model author and once
as a comparator author. In this way, it is possible to
distil those measurements that characterize each
author-to-author comparison. Since the same authors
exist both as rows and columns, the diagonal axis of
the matrix would contain cells where authors are
compared against themselves. Since discriminating
an author’s own data from itself is meaningless in the
current context, cells along the diagonal of the matrix
are excluded from consideration.

The physical database of three modeling London
letters for each author is modeled by a collection of
Competitive Matrices. For the examples of this
paper, a database of 100 authors is used. Each
Competitive Matrix corresponds to one specific
letter/graph pair. There is a Competitive matrix for
every letter/graph pair observed to occur via use of
character recognition and the Graph Builder
application.

4 Testing the Model

We now discuss testing our Competitive Matrix
modeling of author characteristics by using the
Competitive Matrices to assign probable authorship
to the characters in the two held out London letters
for all authors in the database.

4.1 Competitive Matrix Voting

Given a character of hypothetically unknown
authorship from the held out London letters,

1. Quantification Scheme: Associate the character
with a Letter and Graph pair by character
recognition and the Graph Builder.

2. Evaluate potential authorship among similar
authors in the data base, i.e., among all authors
who were observed to use the referenced
Letter/Graph pair in their three London letters
which were used for Biometric Kernel modeling.
The evaluation is accomplished via Competitive
Matrix Voting.

In Competitive Matrix Voting, each author plays the
roles of both row (i.e., Modeling) author and column
(i.e., Comparator) author; hence the matrix structure.




Each cell (intersection of a row and column) is
assigned a vote, either 1 or 0 for the row author and a

Competitive Matri
Testing a character of un

* Hy: A isthe True Author
*  Model: based on assumption Hy is true

— So use the Biometric Kemel for Author A

* H,;: B is the True Author

«  Statistic is Canonical Variable for (letter/graph) pair

vote, either 1 or 0, for the column author. The voting
logic is presented in Figure 4.

parator

Modeling
Author .

Ad

AR

based on the Biometric Kernel for row Author A.

»  Voting Algorithm: if |z,|<=|z,| and -2<z,<2
if |z,|<=|z,] and -2<z,<2

then Vote for A
then Vote for B

It is possible that neither A nor B receives a vote. We call such a situation a ‘no-vote’

case.

z,= (x-m,)/s,

S, Sp
— _ el Al ]
z,= (e-my)/s, | I 1 1 Canonical
' ! L Variable
m x b

m_and m, are the means of the data for Author A and Author B.
s, and s, are the standard deviations of the data for Author A and Author B.
x is the canonical variable (statistic) value for the character.

Figure 4: Competitive Matrix Voting

The next step summarizes each author’s row votes
and column votes.

Row Voting Using the Competitive Matrix with m
Authors

+  For Author A, Add the votes for A across all
columns (all comparator authors)

»  This amounts to m-1 tests of Hy: 4 is the true
Author

»  One test for each column Comparator Author B

»  Each failure to reject the H, with a plausible
value for x is a vote for A

*  Anaverage vote close to 1 means that the
unknown data is more consistent with the data
used to model Author A than with the data from
comparator authors.

Column Voting Using the Competitive Matrix with m
Authors
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*  For Comparator Author B, sum the votes for B
across all rows (all modeling authors)

»  This amounts to 1 test of Hy: 4 is the true Author
for each modeling Author A

»  Each rejection of Hy in favor of H,,: B is the Author
with a plausible value for x is a vote for B

»  An average vote close to 1 means that the
unknown data is more consistent with the data
for author B than with the data used to model
most other Authors

As one’s intuition would expect, an author’s row and
column votes are correlated; that is, both row and
column votes are low or both are high. Typically, we
have observed that the true author will have a fraction
of row votes close to 1 and a fraction of column votes
close to 1. However, as seen in Figure 5 some
authors other than the true author might also have a
fraction of row votes close to 1 and a fraction of
column votes close to 1. In Figure 5, each author
from the Competitive Matrix is represented by a




symbol (1 or 0) plotted according to that author’s the true author is ‘1 and the plotting symbol for all
fraction of row votes (horizontally) and fraction of other authors is ‘0’.
column votes (vertically). The plotting symbol for

COMPARING COLUMN VO

- — Charac

—T BOL ‘I’

ALL OTHER AUTHORS ARE
~~ PLOTTED WITH THE SYMBOL ‘0’

EACH AUTHOR WHO HAS A
BIOMETRIC KERNEL FOR THE
LETTER/ GRAPH PAIR IS
REPRESENTED BY A SYMBOL
IN THE PLOT.

Figure 5: Comparing Row and Column Voting

We seek a single value (statistic) that reflects both each symbol (author) in Figure S can be associated
how close the fraction of row votes is to | and how with a two-by-two frequency table. This table
close the fraction of column votes is to 1. Note that association is defined in Figure 6.

FOR EACH AUTHOR (A) IN  Consider the LOG of the Odds Ratio

THE COMPETITIVE MATRIX ab a b
OF POTENTIAL AUTHORS, Ln(—) = Ln( T) + Ln(-c')
GET A 2x2 TABLE cd
Row Column 1a(oaas retis) cun. Cun.
Tests  Tests fispetnt Frea froq pacsent harcems
6.0 1] o 0.00 0.00
-5.8 L[] o 9.00 0.00
-5.0 [ ] L] 0.00 0.00
AcceptHy | 4 d Sl R
~3.0 Ll 1 4 1.48 5.00
-2.5 00 2 L[] 2.90 .70
-2.0 000000 L[] 12 8.70 17.98
1.5 0000 4 18 5.00 2.19
reeat, || i B E R i
Accept Hy, 1o |woxe 4 & 'em Tem
1.8 0000 4 . 5.00 .0
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A 1w e e
¢ = Row Votes for Column Author (H,,: Other) &8 | o u  om wes
8.5 01 2 ] 2.90 100.00
d = Column Votes for Row Author (H,: Other) e oM om em
™ True Author |

True Author
b = Column Votes for Column Author (H,: A) Promuncy Y

Figure 6: The Log of the Odds Ratio
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4.2 The Log of the Odds Ratio

Considering this two-by-two table, a single value
(statistic) with the desired properties is the log of the
odds ratio, that is, log(ab/cd). A histogram for
log(ab/cd) for the data displayed in the plot of Figure
5 is presented in Figure 6. Note that the true author
(symbol ‘1) and another author (symbol ‘0”) appear
tied for the highest value of log(ab/cd). These two
authors are out in the far tail of the distribution of
log(ab/cd) values for all of the 69 authors who are in
the Competitive Matrix.

Figure 6 parses the log(ab/cd) value into the sum of
two log odds values:

log(ab/cd) = log(a/d) + log(b/c).

This breakdown of the log of the odds ratio helps us
to appreciate the power for true author identification
in this quantity. Figure 7 plots a versus d for the true
authors associated with all characters in the held out
two London letters for all authors in our database.
Note in Figure 7 the strong pattern of plotted points
with a > d; such points will give large values of
log(a/d).

Alternatively, Figure 8 plots a versus d for the
authors who are not the true authors for the same

characters in the held out two London letters. Note in
Figure 8, the symmetric pattern of plotted points
around the 45 degree line where a = d; for such
points the values of log(a/d) will be symmetric
around 0.

Figure 9 plots ¢ versus b for the true authors
associated with all characters in the held out two
London letters for all authors in our database. Note
in Figure 9, the strong pattern of plotted points with b
> ¢; such points will give large values of log(b/c).

Alternatively, Figure 10 plots ¢ versus b for the
authors who are not the true authors for the same
characters in the held out two London letters. Note in
Figure 10, the symmetric pattern of plotted points
around the 45 degree line where b = ¢; for such
points the values of log(b/c) will be symmetric
around 0.

Figure 11 presents a histogram of log(ab/cd) for all
authors (both true authors and others) from the
Competitive Matrices for each character in all held
out London letters. Note the smooth, symmetric
structure of the histogram. The parts of the
histogram associated with values for true authors are
darkened in; note that the values for true authors are
predominantly positive whereas the values for other
authors are randomly positive or negative.

0O) FOR TRUE AUTHORS IS POSITIVE

RATIO) FOR OTHER AUTHORS IS

RANDOMLY +OR -.

Figure 11: The distribution of the Log of the odds ratio
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4.3 Testing Multiple Characters

If we take multiple characters from a single author’s
held out London letters, then the sum of the
log(ab/cd) values for these letters assesses the
aggregate likelihood of authorship for the multiple
characters. A true author will have a preponderance

of positive log(ab/cd) values which will lead to a
strongly positive sum of log(ab/cd) values. This
should discriminate the true author from other
authors in the database. Figure 12 demonstrates this
discrimination for a particular author based on fifteen
randomly selected characters from that author’s held
out London letters.

FOR A PARTICULAR AUTHOR AMONG A GROUP OF 100 AUTHORS,
*TAKE 15 CHARACTERS AT RANDOM FROM THE HELD oUT

PARAGRAPHS.

*TEST EACH OF THE 15 CHARACTERS

*SUM THE TEST CHARACTER LN(ODDS RATIO) VALUES FOR
EACH OF THE 100 AUTHORS

Based on 15 Characters for Author #1
SUM OF LN(ODDS RATIO) for the 100 Authors

Cum. Cum.
Midpoint Freq Freq Percent Percent
40 0000000 7 7 7.00 7.00
-20 0000000000000000000000000000000 31 38 31.00 38.00
0 000000000000000000000000000000000000000 39 77 39.00 77.00
20 00000000000000 14 91 14.00 91.00
40 000000 6 97 6.00 97.00
60 00 2 99 2.00 99.00
80 0 99 0.00 99.00
100 1 1 100 1.00 100.00
| | | ) | | |
[ ! ! T I 1 1 .
5 10 15 20 25 30 35
100 Authors
Number of Authors -

True Author |

Figure 12: Sum of Logs of Odds Ratios for 15 characters

To investigate the accuracy of author identification
based on the log of the odds ratio, we took random
samples of characters from each author’s held out
London letters and hypothetically considered these
characters to be from a note written by an unknown
author in our modeling database. We tested all of
these characters and selected the author with the
largest sum of logs of the odds ratio to be our
candidate for the true author. We repeated this
random sampling 30 times for each sample size
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(number of characters) from 5 to 30. The two graphs
in Figure 13 summarize the accuracy results. The
first graph presents the average percent of samples
for which the true author was in first place, second
place, etc., when authors were ranked by decreasing
sums of logs of the odds ratio. The second graph
presents the number of samples for which 96 out of
100, 97 out of 100, etc., true authors had the largest
sum of the logs of the odds ratio thereby selecting
them as our candidate for true author.




FOR 30 SAMPLES OF EACH SAMPLE SIZE

TEST RANKING OF THE TRUE AUTHOR PERCENT OF CHARACTERS IN A SAMPLE

e WHERE THE TRUE AUTHOR RANKS #1
a "
o Moy
€ u
b,
T 48 ; N
.

b Bereant 4l
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Figure 13: The accuracy of the Biometric Identification
S Conclusion

We have demonstrated that the quantification of
handwriting by the assignment of a graph to each
character provides a very powerful basis for
biometric identification. The concepts of Biometric
Kernels and Competitive Matrices are used to build a
biometric identification database for use in
determining the identity of an unknown author of a
writing sample.

We are applying the technology described in this
article to applications in the areas of Individual
Identification, Document Clustering and Forensic
Document Examination.
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Abstract

We present our theoretical comparisons and
experimental evaluations of three boundary data
representations in terms of storage and information
retrieval efficiency. We focus on three boundary data
representations, such as, location list data structure
(LLS), digital line graphs (DLGs) and topologically
integrated geographic encoding and referencing
(TIGER) data organizations. These three boundary
data representations are used frequently in the GIS
domain, and are known as ESRI Shapefiles (LLS), the
SSURGO DLG-3 soil files (DLG), and the U.S. Census
Bureau 2000 TIGER/Line files (TIGER). Boundary
information is viewed as an efficient representation of
image documents describing spatial regions. The goal
of our work is to study the impacts of choosing
boundary information representation on document
image management and information retrieval, as well
as to improve our understanding of the processing
noise introduced during representation conversions.

Our storage and retrieval efficiency tradeoff
evaluations are based on load time, computer memory,
and hard disk space requirements. The experimental
measurements are obtained with test data sets derived
from the SSURGO DLG-3 soil files and the U.S. Census
Bureau 2000 TIGER/Line files. Based on our
experiments, we concluded that LLS files will provide
the fastest boundary retrieval (40 times faster than
TIGER and 2.5 times faster than DLG) at the price of
file size (storage redundancy for LLS files is between
70% and 180% in our experiments). DLG format offers
a smaller file size, but is less efficient for boundary
retrieval. TIGER format also offers a compact physical
representation, at the cost of more processing for
boundary  retrievals.  These  findings  provide
quantitative support for institutional document image
management decisions.
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1 Introduction

Boundary information is viewed as an efficient
representation of image documents describing spatial
regions and is important for document image
management and information retrieval. Boundary
information represents one type of vector information
[1, Chapter 15]. Boundaries (or contours or outlines)
are mathematically described as convex or non-convex
polygons. One boundary can be formed by a set of
polygons, for instance, a donut shape boundary. Each
polygon consists of an ordered set of points or vertices.
In most GIS applications, points are georeferenced so
that boundary information can be integrated with raster
information. GIS examples of boundary information
would be parcels, eco-regions, watersheds, soil regions,
counties, Census tracts or U.S. postal zip codes. The
goal of our work is to study the impacts of choosing
boundary information representation on document
image management and informational retrieval, as well
as improve our understanding of the processing noise
introduced during representation conversions.

In general, boundaries can be spatially related or can
be spatially independent. The spatially related
boundaries can be either partially overlapping or totally
overlapping, such as, one contour being a subset of
another set of boundaries. For example, watershed and
U.S. postal zip codes boundaries are spatially
independent while the U.S. Census Bureau tracts and
blocks are spatially dependent in such a way that every
tract is formed by a set of blocks.

Given the wvariety of boundary information,
researchers have developed numerous file formats for
storing boundary information. These file formats are
designated in general for storing any vector data.
Vector data contain points, lines, arcs, polygons or any
combinations of these elements. Any vector data
element can be represented in a reference domain
defined by a latitude/longitude, UTM or pixel




coordinate system. The challenge in storing vector data
is to organize the data such that the positions and
geographic meanings of vector data elements are
efficiently stored and easily extracted.

Among all vector data representations in files, the
following data structures have been used frequently:
location list data structure (LLS), point dictionary
structure (PDS), dual independent map encoding
structure (DIME), chain file structure (CFS), digital line
graphs (DLGs) and topologically integrated geographic
encoding and referencing (TIGER) files. For detailed
description of each data structure we refer a reader to

[1].

The motivation of our work came from the fact that
while boundary data types are preferred over raster data
types when it comes to storing boundary information,
there are multiple memory storage schemes for
boundary information, as listed in the previous
paragraph. However, choosing the storage scheme that

minimizes memory requirements might have a
detrimental impact on boundary information retrieval
efficiency. Thus, our objective is to evaluate

quantitatively the tradeoffs between storage and
retrieval efficiency of multiple boundary data
representations for LLS, TIGER and DLG data
structures. The outcomes of our evaluations are useful
for (a) institutional decisions about archiving and
retrieving geospatial boundary information, and (b)
custom applications that perform processing of large
size, geospatial boundary data sets.

In this work, we evaluate three boundary data
representations for efficient boundary information
storage and retrieval. These three data representations
include (1) Census 2000 TIGER/Line files defined by
the U.S. Census Bureau and saved in topologically
integrated geographic encoding and referencing
(TIGER) data structures, (2) shapefiles defined by the
Environmental Systems Research Institute (ESRI) and
stored in location list data structure (LLS) data
structures, and (3) SSURGO DLG-3 soil boundaries
prepared by the United States Geological Survey
(USGS) and stored in digital line graphs (DLGs) data
structures. We overview the three data file formats first.
Next, we present our experimental results, and pair-
wise analysis of experimental results. Finally, we
summarize our work and add a few observations about
other possible trade-off metrics that might be
considered for making institutional decisions.

2 SSURGO DLG-3 Soil Files

The Soil Survey Geographic (SSURGO) Digital Line
Graphs (DLG) files provide geographical information
on the boundaries of soil types [9], [10], [11]. The
SSURGO data sets provide the highest spatial
resolution of soil type information among the three soil
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geographic data bases, such as, the Soil Survey
Geographic (SSURGO) data base, the State Soil
Geographic (STATSGO) data base, and the National
Soil Geographic (NATSGO) data base.

2.1 File Format Description

DLG File Structure: The DLG file structure is
designed to support all categories of spatial data that
can be represented on a map. Three distinct types of
DLG are defined. Large-scale DLG data is digitized
from 1:24,000-scale USGS topographic quadrangles
(SSURGO). Intermediate-scale DLG data is digitized
from 1:100,000-scale USGS quadrangles (STATSGO).
Small-scale DLG data is digitized from 1:2,000,000-
scale sectional maps (NATSGO). Furthermore, three
levels of DLG data were defined in terms of the number
of attributes. It was found that the widest user
community would be served by DLG Level 3 (DLG-3)
data, which allows for the highest resolution
(SSURGO) and highest number of attributes to be
encoded (Level 3). The lesser levels of DLG encoding
are unused. DLG-3 encodes attributes using two codes:
a major code and a minor code. Similar attributes share
a major code. The SSURGO DLG-3 soil database uses
both the major code and minor code to encode the
primary key into a relational database to further
describe an area.

We gathered the SSURGO DLG-3 files for a few
counties in linois from
http:/iwww.nege.nres.usda.gov/branch/ssb/products/
ssurgo/data/index.html. There are two files for each
county, such as, dlg.zip (digital line graph or DLG) and
tab.zip (ASCII attribute data available in Microsoft
Access 97 or later template database). The files contain
soil boundaries of 18,000 soil series recognized in the
United States. For the integration purposes, we have
explored the following information from the DLG-3
documentation: (a) file naming convention, (b) spatial
resolution, (c¢) spatial accuracy, (d) geographic
coordinate system and (e) storage format. In terms of
file naming convention, the dig.zip file would contain
files with the following suffixes:

af - soil polygon DLG-3 file,

aa - soil polygon attribute file,

sf - special soil point and line DLG-3 file, and

sa - special soil point and line attribute file.
Regarding spatial resolution, soil survey is mapped at a
scale ranging from 1:12,000 to 1:63,360. The SSURGO
soil boundaries meet the accuracy standards for the
USGS 7.5-minute topographic quadrangles or the
1:12,000 or 1:24,000 orthophotoquads. Finally, the
storage format is Digital Line Graph optional format
with the attribute table data archived in ASCH table or
INFORMIX table format.

DLG Georeferencing Information: In terms of a
geographic coordinate system, coordinates are derived
from the North American Datum of 1983 reference




system that is based upon the Geodetic Reference
System of 1980. DLG data are recorded in either the
Universal Transverse Mercator (UTM) system or are
projected using the Albers Equal-Area Conic
projection. SSURGO DLG-3 data are normally reported
in the UTM system. STATSGO DLG data are reported
using the Albers Equal-Area Conic projection.

DLG Data Description: DLG data are reported as
nodes, lines, and areas. Lines are composed of a series
of nodes, and areas are composed of lists of lines (or
optionally nodes). The composition of an area or a line
can be encoded either as a list of the nodes that make up
the element, or as a list of points. Due to this
hierarchical structure, each element must be encoded
with a unique identifier.

A node is a coordinate on a map. Each node has an
Easting value and a Northing value in the UTM
coordinate system. Nodes define the points of each line
and are encoded with (1) a unique identifier and (2) the
coordinates that the node represents. Nodes can also be
encoded with attributes, if desired. Additionally, the
DLG format specification allows for a list of all lines
that begin and end at a node to be encoded in the record
for a node. This is redundant information, however, for
it is reflected in the line records as well.

Lines are a series of nodes. Each line is encoded
with a unique identifier, as well as its starting node and
ending node. The coordinates that a line follows are
also listed. In addition, a line can be encoded with
attributes.

An area is an enclosed section. Areas can be encoded
as either a sequence of lines or a sequence of nodes.
When encoded as a sequence of lines, the area will
contain a list of the lines that the boundary of the area
follows. This list contains the unique identifier for each
line; negative values signify that the points in the line
should be reversed. Islands within an area are delimited
by a ‘0’ in the list of lines. Areas are specified in a
clockwise direction around the perimeter of the area,
and islands are specified in a counter-clockwise
direction. In addition, an area can be encoded with
major and minor code pairs. When encoded as a
sequence of nodes, the area will contain a list of the
nodes make up the boundary of the area.

Software Development for SSURGO DLG-3 Files:
First, we implemented a loader for SSURGO DLG-3
files and added it to the list of other GIS files supported
by the NCSA 12K software package [5]. Next, we
extended our 2D visualization to support visualization
SSURGO DLG-3 files. We can visualize multiple
georeferenced vector data structures (boundaries and
sets of points) simultaneously. Third, we develop a
conversion function from SSURGO DLG-3 data
structure to ESRI Shapefile (LLS) data structure that
was needed for tradeoff comparison purposes.

The details of boundary information retrieval from
DLG-3 file format can be described as follows. The
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DLG file format defines objects using a hierarchical
structure. The lowest objects in the hierarchy must be
retrieved prior to higher objects in the hierarchy. Thus,
in order to retrieve an area, all lines that make up the
area’s boundary must be retrieved beforehand.
Therefore, the DLG-3 loader in 12K will read all the
defined lines first. The lines are kept in a lookup table,
and indexed by their unique identifier for later use. The
size of this structure is directly proportional to the
number of lines.

Next, the areas are retrieved by populating 12K
defined data structures for boundary information
denoted a ShapeObject. In the ShapeObject, an area has
a list of the coordinates that make up its boundary. This
list is dynamically constructed when reading an area.
Areas that share a boundary will have copies of the
common coordinates. Once all areas have been read
and processed, the lookup table containing the lines can
be safely discarded. Finally, the coordinates for the
areas are copied into a ShapeObject.

2.2 Theoretical Evaluation

Memory requirements: The DLG-3 optional format
used in SSURGO soil databases provides a compact
physical representation of the boundaries of soil types
over a geographic area. There is little redundancy in a
DLG-3 file. Each area is a list of lines that do not
cross. The lines must share the same endpoints in order
to fully define an area. Thus, the only redundant
information is the endpoints of each line. The points of
adjacent polygons will be specified only once; in a line,
or series of lines. The boundary between adjacent, non-
overlapping polygons is represented as the same series
of line identifiers in the file. In addition, representing
all data in a fixed-length ASCII form makes for smaller,
highly compressible files. Abundant white space exists
in DL.G-3 files to maintain the fixed length. Typical
compression algorithms will compress a series of
identical characters efficiently. Thus, when a DLG-3
file 1s subject to compression, the white space will
compress well.

Boundary information retrieval requirements: The
boundary information retrieval from DLG-3 file format
can require significant processing resources. All
boundary coordinates are stored as ASCII characters in
a DLG file. In order to use the polygons specified in a
file, each coordinate must be converted into a native
numeric value. This conversion can be quite costly,
and takes approximately 27% of the time to load
SSURGO DLG-3 files in 12K.

3 Census 2000 TIGER/Line Files

The Census 2000 TIGER/Line Files provide
geographical information on the boundaries of counties,
zip codes, voting districts, and a geographic hierarchy
of census relevant territories, e.g., census tracts that are
composed of block groups, which are in turn composed




of blocks. It also contains information on roads, rivers,
landmarks, airports, etc, including both
latitude/longitude  coordinates and corresponding
addresses [2]. A detailed digital map of the United
States, including the ability to look up addresses, could
therefore be created through processing of the
TIGER/Line files.

3.1 File Format Description

Because the density of data in the TIGER/Line files
comes at the price of a complex encoding, extracting all
available information from TIGER/Line files is a major
task. In this work, our focus is primarily on extracting
boundary information of regions and hence other
available information in TIGER/Line files is not
described here.

TIGER/Line files are based on an elaboration of the
chain file structure (CFS) [1], where the primary
element of information is an edge. Each edge has a
unique ID number (TIGER/Line ID or TLID) and is
defined by two end points. In addition, each edge then
has polygons associated with its left and right sides,
which in turn are associated with a county, zip code,
census tract, etc. The edge is also associated with a set
of shape points, which provide the actual form an edge
takes. The use of shape points allows for fewer
polygons to be stored.

Eridge ] _

Comy i Caarts 1

Figure 1: Illustration of the role of shape points.

To illustrate the role of shape points, imagine a
winding river that is crossed by two bridges a mile
apart, and that the river is a county boundary and
therefore of interest to the user (see Figure 1). The
erratic path of the river requires many points to define
it, but the regions on either side of it do not change
from one point to the next, only when the next bridge is
reached. In this case, the two bridge/river intersections
would be the end points of an edge and the exact path
of the river would be represented as shape points. As a
result, only one set of polygons (one on either side of
the river) is necessary to represent the boundary
information of many small, shape defining edges of a
boundary.

This kind of vector representation has significant
advantages over other methods in terms of storage
space. To illustrate this point, consider that many
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boundaries will share the same border edges. These
boundaries belong to not only neighboring regions of
the same type, but also to different kinds of regions in
the geographic hierarchy. As a result, storing the data
contained in the TIGER/Line files in a basic location
list data structure (LLS) such as ESRI Shapefiles,
where every boundary stores its own latitude/longitude
point, would introduce a significant amount of
redundancy to an already restrictively large data set.

In contrast 1o its apparent storage efficiency, the
TIGER vector data representation is very inefficient for
boundary information retrieval and requires extensive
processing. From a retrieval standpoint, an efficient
representation would enable direct recovery of the
entire boundary of a region as a list of consecutive
points. The conversion between the memory efficient
(concise) and retrieval efficient forms of the data is
quite laborious in terms of both software development
and computation time.

Another advantage of the TIGER/Line file
representation is that each type of GIS information is
sel-contained in a subset of files. As a result users can
process only the desired information by loading a
selected subset of relevant files. For example, each
primary region (county) is fully represented by a
maximum of 17 files. Therefore, the landmark
information is separate from the county boundary
definition information, which is separate from the street
address information, etc. Those files that are relevant to
the boundary point extraction, and the attributes of
those files that are of interest, are the following:

. Record Type 1: Edge ID (TLID), Lat/Long of
End Points

Record Type 2: TLID, Shape Points

Record Type I: TLID, Polygon ID Left,
Polygon ID Right

Record Type S: Polygon ID, Zip Code,
County, Census Tract, Block Group, etc.

. Record Type P: Polygon ID, Internal Point
(Lat/Long).

We denote this subset of files as “Census boundary
records”.

3.2 Theoretical Evaluations

This work extends our previous study about the
tradeoffs between U.S. Census Bureau TIGER and
ESRI  Shapefile data representations that are
documented in [7].

4 ESRI Shapefiles

A shapefile is a special data file format that stores non-
topological geometry and attribute information for the
spatial features in a data set. The geometry for a feature




is stored as a shape comprising a set of vector
coordinates in a location list data structure (LLS).
Shapefiles can support point, line, and area features.
Area features are represented as closed loop polygons.

4.1 File Format Description

A shapefile must strictly conform to the ESRI
specifications [4]. Tt consists of a main file, an index
file, and a dBASE table. The main file is a direct
access, variable-record-length file in which each record
describes a shape with a list of its vertices. In the index
file, each record contains the offset of the
corresponding main file record from the beginning of
the main file. The dBASE table contains feature
attributes with one record per feature. The one-to-one
relationship between geometry and attributes is based
on record number. Attribute records in the dBASE file
must be in the same order as records in the main file.

All file names adhere to the ESRI Shapefile 8.3
naming convention. The 83 naming convention
restricts the name of a file to a maximum of 8§
characters, followed by a 3 letter file extension. The
main file, the index file, and the dBASE file have the
same prefix. The suffix for the main file is ".shp". The
suffix for the index file is ".shx". The suffix for the
dBASE table is ".dbf".
Examples:
1. main file: counties.shp
2. index file: counties.shx
3.DBASE table: counties.dbf

The implementation of shapefile loading, writing and
visualization routines was straightforward since the 12K
ShapeObject data structure maps directly to the
shapefile file organization.

4.2 Theoretical Evaluation

There are numerous reasons for using ESRI Shapefiles.
ESRI Shapefiles do not have the processing overhead of
a topological data structure such as a TIGER file. They
have advantages over other data sources, such as faster
drawing speed and edit ability. ESRI Shapefiles handle
single features that overlap or are noncontiguous. They
also typically require more disk space but are easier to
read and write. However, the drawbacks of ESRI
Shapefiles are in their storage inefficiency and poor
scalability. We will quantify these tradeoffs in the
experimental section.

5 Experimental Evaluations

In this section, our goals are (a) to experimentally
evaluate the tradeoffs between storage and retrieval
efficiency, and (b) to explain the tradeoffs by
comparing fundamental format differences. In order to
perform experimental tradeoff evaluations, we used two
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datasets including (1) the SSURGO soil boundaries for
Madison County, IL, stored in DLG-3 file format and
(2) the U.S. Census Bureau boundaries of Illinois
counties, zip codes, census block and census tracts
stored in TIGER/Line file format. The preparation of
these two data sets is outlined in Section 5.1. The
results of all experiments are provided in Sections 5.2
and include comparisons of DLG & LLS, and DLG &
TIGER & LLS. Sections 5.3, 5.4 and 5.5 explain the
pair-wise  format comparisons based on the
experimental results.

5.1 Data Preparation

It is apparent that the experimental evaluations will
depend on the size of test data. Ideally, one would like
to show results as a function of input file size.
However, the practical difficulty arises when one is
looking for those test data sets that contain identical
boundary information but are represented by LLS,
TIGER and DLG files. We were not able to find such
files.

We explored the possibility of finding sofiware tools
that would convert vector files from one file format to
another so that we could create multiple test files with
identical boundary information stored in LLS, TIGER
and DLG formats. We have concluded that while LLS
formats (ESRI Shapefiles) are supported by most GIS
software packages, there is a very limited support for
DLG and TIGER file formats. This corresponds to our
assessment of the implementation complexity to
support loading of TIGER, DLG and LLS formats in
this order from the most time consuming to the least
time consuming. The implementation effort usually
doubles when both loading and writing routines have to
be supported.

Based on our findings about conversion tools and the
availability of GIS software packages at our institution,
we created data sets by (1) implementing TIGER to
LLS, and DLG to LLS conversions, and (2) using
ArcToolBox for LLS to DLG conversion. We created
several test data sets that are described next.

In the first experimental tradeoff evaluation, we used
a file pair consisting of the original DLG file (SSURGO
soil boundaries) and the LLS file converted using 12K.
This file pair is denoted as the test data set #1.

In the second experimental tradeoff evaluation, we
prepared a triplet of files consisting of (a) the original
TIGER files for the state of Illinois, (b) the LLS files
obtained by extracting the U.S. Census Bureau
boundaries of counties, zip codes, census block and
census tracts from the TIGER files and converting them
by using our software implementation, and (c) the DLG
file converted from the already obtained LLS file using
ArcToolBox. This triplet of files provides a test data set
for fair performance evaluations in terms of “Total
Load Time” and Load RAM Required” parameters.
However, this test data set cannot be used for




Table 1: Test data#l: SSURGO Soil Database, Madison County, IL. Loading time includes
boundaries. Hard disk measurements pertain to all boundaries in the original SSURGO files.

all SSURGO soil

Total Load Time Load Hard Disk Numb
(s) RAM (MB) z‘f“ °r
. .| Required .
Zip Unzip ?&gf Zip Unzip Nodes
LLS
(Shapefile) 41.36 290 65 90 2,787,490
DLG 105.72 103.72 380 23 79 2,787,790

Table 2: Test data#2: U.S. Census Bureau 2000 TIGER/Line files for the state of 1llinois (102 counties). Loading is
constrained to block groups, zcta, census tract, and counties ((Total Load Time and Load RAM Required
parameters). Hard Disk and Number of Nodes measurements for LLS and DLG formats contain only biock groups,
zcta, census tract, and county boundaries, whereas the same measurements for TIGER format include all types of

boundary information for the state of Illinois.

Total Load Time Load RAM Hard Disk (MB)
(s) Required (MB) Number of Nodes
Unzip Zip Unzip
TIGER 1300.2 200 112 940 2,176,719
LLS 12.7 37 27 47 641,955
DLG-3 12.9 52 8 24 457,850

performance evaluations in terms of “Hard Disk”
because the TIGER files include all boundary types
(including voting districts, and so on), of which four
were extracted to LLS and DLG file formats. This file
triplet is denoted as the test data set #2.

We expanded the second experimental tradeoff
evaluations in Section 5.2 by partitioning the test data
set #2. We used sub-sets of the original TIGER files for
the state of Illinois in order to vary the number of
nodes. In order to explore load time dependency on the
number of nodes (boundary points), we selected 1, 2, 3,
4, 10, 15, or 24 counties from the original TIGER files,
and formed several triplets of test data sets (TIGER,
LLS and DLG). We always chose a subset of counties
forming geographically contiguous regions so that
neighboring counties would have some overlap of
boundary points. This set of file triplets is denoted as
the test data set #3.

5.2 TIGER, LLS, and DLG Tradeoff
Evaluations

The experimental results of our tradeoff evaluations
between storage and retrieval efficiency are presented
in Tables 1 and 2. As described in the previous section,
the test data sets #1 and #2 {(DLG, LLS) and (TIGER,
LLS, DLG)} were formed from the original DLG and
TIGER files by converting them into other file formats
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using Arc ToolBox and our software. Each file format
was then read in separately, and the storage and loading
measurements were recorded in Tables 1 and 2.

Before explaining the experimental results by
comparing pairs of file formats presented in Sections 2,
3 and 4, we posed the following two questions. First, is
there any dependency of storage on the boundary
content? In other words, if we had a file with watershed
and zip code boundaries, would the results be different
from evaluating Census tracts and blocks, and how?
Second, can we predict the total load time as a function
of the number of polygons/nodes without exhaustive
experimentation? Or in other words, what would be the
dependency between boundary information retrieval
and the number of retrieved nodes?

Storage Dependency on Boundary Content: The
answer to the first question is related to the amount of
boundary overlap. Ideally, one would experiment with
sets of boundaries that span cases from a zero overlap
(e.g., non-adjacent county boundaries) to an
overlapping hierarchy of polygons (census blocks,
block groups and tracts). Our data sets represent the
cases of partial overlap (SSURGO) and large overlap
(TIGER) of boundaries. Thus, the experimental results
will vary as a function of boundary content in the
following way: the more overlapping boundaries, the
smaller hard disk requirements for TIGER format in




comparison with DLG and LLS (in this order), and the
smaller load RAM requirements for LLS format in
comparison with DLG and TIGER.

Our conclusion is supported by comparing the
number of loaded nodes versus the number of unique
nodes using the test data sets #1 and #3, and by
inspecting the LLS files. By evaluating the ratio s of
these two numbers (loaded nodes versus unique nodes)
using the test data #2 (partial boundary overlap), we
obtain s equal to 2.02 (5630800/2787490). The same
evaluation of the ratio s using the data set #3 (large
boundary overlap) led to an average ratio value equal to
2.6416. The measurements using the test data set #3
(ZCTA, Block Group (BG), Census Tract (CT), and
County boundaries for 1, 2, 3, 4, 10, 15, and 24 Illinois
counties) are shown in Figure 2.

We took additional measurements to compute the
ratio s for (a) watershed and county boundaries (s
84,601/47,636=1.776), and (b) watershed and ZCTAs
boundaries (s=344,533/201,767=1.708). We observed
that approximately 70% of the points in both (a) and (b)
are shared between multiple boundaries. Thus, the
inefficiency of LLS format due to the duplicate points
of neighboring boundaries would not decrease below
s=1.7 for the test data.

LLS File Format

0

20000 40000 60000 80000 100000 120000 140000
Number of Unique Nodes

to load any sequence of bytes (ASCII characters or
binary values) from a file. We introduce these time
components based on our understanding of the three
vector file formats.

Total Load Time =t +1t, +1, +1,
L))

The zero and non-zero time components are
summarized for each file format in Table 3. The total
load time as a function of the number of nodes can be
predicted by knowing that the time components 1;, t>, {3
and t4 are linear with the increasing number of nodes.
The quadratic dependency of the time component t,
(creation of ordered list of edges) as a function of the
increasing number of nodes is avoided by the fact that
the unordered edges are grouped by counties rather than
by states. Based on our empirical observations,

{, <t,<tfora fixed number of nodes, which leads to

superior total load time for LLS format in comparison
with DLG and TIGER formats (in this order). Our
theoretical predicted Total Load Time as a function of
the number of nodes is shown in Figure 3 and is
independent of test data sets (addressed as the question
number 1 above).

Table 3: Total Load Time decomposition.

Total Load
Time=Sum(t;) b L b l
LLS X 0 0 X
DLG X 0 X X
TIGER X X X X

Figure 2: Storage efficiency measurements of LLS files
using the test data set #3 (Hierarchical boundary
content). The points correspond to evaluations for data
sets with boundaries for 1, 2, 3, 4, 10, 15, and 24
Ilinois counties.

Boundary Information Retrieval Dependency on
Number of Nodes: In order to answer the second
question about the relationship between a load time and
a number of nodes, we divided the Total Load Time
into four components: t;, t,, t; and t; (see Equation
below and Figure 3). The first component t,
corresponds to the time to construct polygons from an
ordered list of edges. The second component t; is for the
time to create an ordered list of edges from an
unordered set of edges. The third component
represents the time to convert ASCII characters to
numeric type values. The last component t, is the time
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Figure 3: Total Load Time decomposition for TIGER,
DLG and LLS file formats.




Total Load

Time
3
me
-
Ead
-
-
-
—
-
e
-
- s ®
" LLE
o~ -
- R
- - S -
- OO s
P
-
>
4]
Number of

Nodes

Figure 4 : Theoretically predicted Total Load Time as a
function of the number of nodes.

We have obtained experimental measurements that
support our theoretically predicted Total Load Time
dependency on the number of nodes using the test data
set #3. Figure 5 shows our measurements and linear
trends, where the points correspond to data sets with
boundaries for 1, 2, 3, 4, 10, 15, and 24 Illinois
counties. These supporting measurements for “Total
Load Time” and “Load RAM Required” were
calculated by averaging three runs to load the ZCTA,
Block Group (BG), Census Tract (CT), and County
boundaries for each data set. The total number of nodes
and the number of unique nodes were measured (a) by
counting nodes inside of our software developed for
loading LLS and DLG files, and (b) by summing end
points and shape points for TIGER files according to
the accompanying TIGER documentation. While
TIGER files do not contain any duplicate points, LLS
duplicate points were found using a hash table in our
software.
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Figure 5 : Total Load Time vs. Number of Nodes for 1,
2,3, 4, 10, 15, and 24 counties with a best-fit line.

According to Figure 5 and based on our test data set
#3, the total loading time for TIGER files is
approximately 40 times slower than for LLS files, and
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the total loading time for DLG files is about 2.5 times
slower than for LLS files. We collected measurements
for only 1, 2, 3 and 4 county aggregations in the case of
DLG format because the data preparation is very time
consuming.

5.3 DLG and LLS Comparisons

The DLG optional and LLS (or ESRI Shapefile)
formats specify boundaries over an area. Both formats
have geographic information that allows the boundaries
to be geo-referenced with other data sources. The
formats differ in how the data is structured and stored.

The first primary difference between DLG and LLS
1s that DLG is stored in an ASCII format, while LLS is
stored in a binary format. DLG files are comprised of
ASCII characters organized into fixed-length logical
records of 80 characters. When loading a DLG file, all
data contained within must be converted to native data
types. For example, a coordinate is stored as the ASCII
characters “4598829.0” in the file. This must be read in
and converted to its numeric value. ESRI Shapefile, on
the other hand, stores the data as a series of bytes that
can be quickly converted to a data type. For the
previous example, the value “4598829.0” would be
stored as 8 bytes that can be directly converted into a
numeric value However, it may be necessary to reverse
the order of the bytes to account for the byte order
(little or big endian). The reading (and possible
reversing) of bytes for a shapefile is far simpler than the
ASCII-to-native transformation needed for DLG.

This primary difference in representation (ASCII vs.
binary) greatly affects the loading times of the two
approaches. Each entry in a DLG soil database must be
read individually, and then converted to a numeric
value. This is the most time-consuming operation when
loading the data, typically over 25% of the loading time
of a DLG file. Loading ESRI Shapefile, however, is
much quicker. It is simply reading a series of bytes
from a file, with little conversion needed. This
quickness comes at the price of a larger file size for the
ESRI Shapefile. In an examination of one county, the
DLG data needs approximately 79 MB of disk space
uncompressed, 23 MB compressed. = The ESRI
Shapefile, on the other hand, needs 90 MB of disk
space when uncompressed, and 65 MB when
compressed. These results are summarized in Table 1
and Table 2. The difference in compressed sizes
between the two encodings is attributable to their
physical representations. DLG data contains fixed-
length records with white space between elements to
maintain the fixed length. This white space is
insignificant and can be easily compressed. On the
other hand, all binary data in an ESRI Shapefile are
significant and cannot be easily compressed.

The second difference between DLG and LLS is the
way how the data in a file are structured. DLG format
uses nodes, lines, and areas to define its polygons. In




each of the SSURGO DLG datasets examined so far,
nodes have not been used to define lines or areas. The
lines are a series of coordinate values, and the areas
have a list of the lines that make up the area. On the
other hand, LLS format lists the bounding box and the
points for each boundary contained within it. DLG
format makes more efficient usage of space; areas that
share lines will both reference the same line, while in a
shapefile, each coordinate, including coordinates shared
between different boundaries, is explicitly listed. In
addition, this difference makes it necessary to first read
all the lines in a DLG file before reading in the areas,
because the areas are made up of a list of the lines. The
lines have to be kept in a lookup table, and areas cannot
be fully processed until all lines have been read.

The consequence of the second difference between
DLG and LLS is that different data structures have to
be used when loading these files. Our goal is to have
one ShapeObject that contains all the polygons in a soil
database. DLG format gives no hint as to how many
points will be needed to store all the polygons in the
DLG file. Furthermore, it does not give the bounding
box for each polygon. In contrast, ESRI Shapefile
stores these values so that it is possible (a) to pre-
compute the space requirements needed and (b) to
allocate arrays to hold the data when loading a
Shapefile. With DLG, however, it would only be
possible to pre-compute the sizes by reading in all data
files twice. One time to determine the sizes, and one
time to actually read in the data. In addition, the
bounding box for each polygon is not stored in DLG,
and must be found while reading in the coordinates of
each area.  This requires comparisons for each
coordinate to find the bounding box. In our
implementation, expandable arrays (or vectors) were
used so that the files only had to be read in once. Then,
once fully read, the data are copied into an array in the
ShapeObject, of the exact size needed. The problem
with this approach is that when the copy is made, two
arrays must exist in memory. The first will be the array
that contains the vector data. The second will be the
new ShapeObject array to copy the contents of the
vector into. This causes the memory requirements of
DLG-3 files to balloon to twice the total necessary size
in the worst case, when copying all the individual
points of all the polygons into one ShapeObject.

The third difference between DLG and LLS is
related to georeferencing information. SSURGO DLG
files are stored as quarter-quadrangles. Each
quadrangle represents 7.5 minutes of a degree of
longitude and latitude. It is necessary to load 64
individual files to represent a one degree block. ESRI
Shapefile does not need to be represented this way.
However, Shapefiles could be stored in this way, if
desired. All coordinates in SSURGO DLG files are
stored in UTM format. This causes problems when
geo-referencing the boundaries in 12K because the state
of Illinois is located in both UTM zone 15 and UTM
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zone 16. The solution was to immediately translate the
UTM coordinates to latitude and longitude. Over 29%
of the time to load a SSURGO DLG file was spent in
the conversion from UTM coordinates to latitude and
longitude. Each DLG file contains the UTM zone in
the header information. ESRI Shapefile normally
contains latitude and longitudinal geo-referencing
information. No conversion was required when loading
the shapefile in I12K. A potential drawback of the ESRI
Shapefile format is that there is not a standard way to
define the projection used in for the coordinates. DLG
has a value in the header to signify if UTM or Albers
projection is used. Also, some of the projection
parameters are stored in the header of a DLG.
Shapefiles, on the other hand, do not store projection
information. This information could be stored with the
meta data for a shapefile, but it is not required. This
makes it difficult to distribute shapefiles with geo-
referencing information other than standard latitude and
longitude.

5.4 DLG and TIGER Comparisons

DLG and TIGER offer similar methods to encode
vector data. TIGER’s use of an edge with shape points
corresponds directly to DLG’s use of lines and
coordinates. Likewise, a TIGER polygon is comprised
of a series of edges, and a DLG area is made up of a
series of lines. This provides a compact, human-
readable representation of the vector data.

The two formats differ in the type of data that are
encoded. DLG format typically encodes one layer of
data in a file, such as the soil types used by SSURGO.
Other layers, such as water boundaries, are encoded in
separate files. This scheme introduces some
redundancy between the layers. Layers are unrelated to
one another, and any shared boundaries will be
specified in each layer. For example, a soil layer
encoded as a DLG may have boundaries defined along
ariver. A layer containing bodies of water may share
the same boundaries, but the points will be specified
again because the soil layer is unrelated to the body of
water layer in DLG. TIGER format, on the other hand,
groups all edges together, regardless of layer. The
different metadata files are used to determine which
edges to use. This format allows for less redundancy.

Polygons are retrieved very differently by the DLG
and TIGER loaders. DLG format specifies the exact
boundaries for each polygon. A list of lines defines the
exact border of a polygon, and the lines are in the
proper sequence. Since the lines appear in the proper
sequence, the polygon can be quickly constructed after
all line retrieval. In contrary to DLG format, the
boundaries stored in TIGER format must be found
programmatically. Each edge is labeled with the
polygons that appear on the left and right of the edge.
To construct a polygon A, you must first find all edges
that border the polygon A. The edges only define the




end points of each edge, and not the order in which the
edges should be connected. So the boundary of
polygon A must be constructed programmatically by
comparing the end points of each edge. Thus, the
TIGER polygon construction is far more complex and
time-consuming than the DLG polygon construction.

5.5 TIGER and LLS Comparisons

One can derive TIGER and LLS comparisons from the
description provided in Sections 2, 3 and 4 that
compare DLG and LLS, and TIGER and DLG formats.
Since the experimental tradeoff evaluations of TIGER
and LLS are summarized in Table 2, we devoted this
section to the implementation of TIGER to LLS
conversion.

The underlying principle of the conversion process
from TIGER/Line files to ESRI Shapefiles could be
compared to sorting points according to the order of
boundary edges. This is illustrated in Figure 4. In
reality, the conversion process begins by loading the
raw TIGER/Line files into 2-D table-like data structures
by making use of manually developed meta data files.
Since the TIGER/Line files are fixed-width encoded
flat files, meta data is necessary to define the indices of
the first and last characters for each attribute in the lines
of the flat file. This information, the attributes’ names,
and their type (integer, floating point number, string,
etc) come from meta data files provided by the Census
Bureau. The final piece of information contained in the
meta data file is a “Remove Column” field, which
dictates whether or not the attribute will be dropped
from the table as it is read in. Attributes that are not
used during the processing are removed early on for the
sake of memory efficiency. The meta information for
each Record Type is stored in a comma-separated-value
(csv) file, which can easily be parsed into a table object,
then accessed in that form by the routine that parses the
main data file.

Once the TIGER/Line data are in the form of tables,
they are streamed through a complex system of
procedures, including conversion to several
intermediate data structures, before being inserted into
Hierarchical Boundary Objects (HBoundary) [7]. Each
HBoundary represents one type of region (county,
census track, etc) for a single state. It can also be
viewed as one master list of boundary points that all
boundaries reference by pointers. The RAM memory
savings of HBoundary versus ShapeObject for each
point that is shared by two counties, two census tracts,
and two block group boundaries is 30 bytes. For the
state of Illinois, this optimization translated into a 38%
reduction in memory usage (16.45 MB versus 26.64
MB).
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Figure 6: The TIGER/Line to ESRI Shapefiles
conversion of boundary representation can be viewed as
a transformation from an unordered set of points to a
clock-wise ordered set of points.

Finally, the HBoundary object is converted into LLS
format by constructing all polygons. The resulting LLS
format file was tested by loading it into the commercial
ArcExplorer software package [3]. For our
experimental tradeoff evaluations, we extracted only a
selected subset of Census boundary records from the
Census 2000 TIGER/Line files. Thus, it is hard to
evaluate loading RAM requirements for TIGER and
other two formats since the HBoundary object contains
all hierarchical boundaries and their associated
information, while the converted LLS file contains only
four types of boundaries (counties, ZCTAs, blocks and
tracts) and extracted information about region names,
neighboring regions to each boundary, and an internal
point of each region.

6 Summary

In this paper we have investigated the storage and
retrieval efficiency tradeoffs between the ESRI
Shapefile (LLS), DLG, and TIGER formats. LLS files
will provide the fastest method for boundary retrieval
(40 times faster than TIGER and 2.5 times faster than
DLG). All boundaries are stored in a binary format for
quick retrieval. This speed comes at the price of file
size. Each boundary in a LLS file contains all the
points that make up the boundary. This introduces
storage redundancy (between 70% and 180%
redundancy in our experiments) since boundaries can
be shared between different polygons. Digital Line
Graphs reduce the amount of redundant data. This
reduction is tempered by the need for more retrieval
processing per boundary. The TIGER format further
reduces the amount of data. TIGER format is the most
compact representation that comes at the cost of the
highest boundary retrieval requirements. Detailed
information about these results can be found in
Reference [12].

Our goal was to evaluate numerically the trade-




offs between storage and boundary retrieval
requirements for the three vector (files. The
measurements about “Total Load Time”, “Load RAM
Required” and “Hard Disk” as a function of “Number
of Loaded/Unique Nodes” were used as our metric to
demonstrate the trade-offs. Our measurements support
the existing knowledge about the choice of a file format
depending on the data content that is mapped to
boundary overlaps. However, there are other metrics
that might affect institutional decisions as well, and
were not included in this study. We could enumerate a
few metrics, such as (1) a cost of storage media and
RAM, (2) a cost of software development to support
complex file formats, (3) a preservation of storage
media, (4) an availability of software tools for ingesting
and processing certain file formats, or (5) an open
source implementation of software tools that would
allow tracking discrepancies in file format
interpretation (loading) and replication (writing). While
we did not quantify the additional possible metrics, we
have made the following observations. First, numerous
software tools support the ESRI Shapefile format
whereas not many tools work with Digital Line Graphs
or TIGER files. Second, the amount of time we have
spent implementing the LLS, DLG and TIGER file
format loaders was increasing in the order of the listed
file formats. We hypothesize that the increase is almost
linear but it becomes quadratic as the file format is too
complex to track and eliminate software bugs. Finally,
the cost of storage and RAM has been rapidly
decreasing over the last decade. We could not foresee
the future technological advancements of storage media
that would favor one file format over another.

7  Future Directions

One would like to incorporate the effects of computer
clusters and mass storage systems on the storage versus
boundary retrieval efficiency tradeoff evaluations for
LLS, TIGER and DLG data structures. Qur tradeoff
study thus far has been in an isolated workstation
environment. The results of our tradeoff study could
differ when a very large cluster or mass storage system
is used. We have identified several directions that
further research could take.

First, investigate the effect of computer clusters on
boundary retrieval efficiency assuming distributed or
centralized locations of a large number of boundary
files. The benefit of using a computer cluster would
come from parallelization of loading and boundary
reconstruction tasks.

Second, empirical results and theoretical analyses
from our research thus far have shown file size
(computer storage size) to be related to the amount of
overlap between boundaries. The usage of a mass
storage system will add to the time needed to load bytes
from a file.

Another component of mass storage systems and
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computer cluster environments is the Input/Output (1/0)
bandwidth and 1/O schemes. While the relationship
between I/O bandwidth and boundary retrieval
efficiency is straightforward (linear dependency), there
are a few questions to ask about 1/O schemes. For
instance, can more efficient 1/0 schemes be used to
improve boundary retrieval? Would message passing
interface input/output (MPI-10) have any effect? What
would be the bottlenecks?

Finally, our ultimate goal is to understand muitiple
effects of electronic vector files on the archival process.
We could mention just a few effects, such as vector file
format, data organization and representation,
algorithmic parallelization, scalability of vector file
loading in terms file size and centralized or distributed
file locations, software re-usability, computer platform
dependency, computer cluster environments, 1/0
bandwidth and 1/O schemes, and mass storage systems.
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ABBYY Software House OCR, Forms Processing and Data Capture Technology Review

This abstract will provide an overview of ABBYY’s applicable technologies for possible
SDIUTO05 product demos.

ABBYY Overview

ABBYY is a world leader in the development of recognition, data capture and linguistic
technologies. Leading products include the award-winning FineReader line of
OCR/ICR/OMR/Barcode recognition software and SDK, the FormReader line of form-
processing solutions, and FlexiCapture Studio for data-capturing from various semi-structured
documents and forms.

ABBYY FineReader OCR and Fraktur XIX

ABBYY's award-winning FineReader OCR technology converts static paper documents and PDF
files into manageable electronic data.

ABBYY FineReader Engine is the most comprehensive data capture and document
recognition / conversion SDK. It includes all the technologies needed for developing state-
of-the-art intelligent data capture, document recognition, and document conversion systems.
In addition to OCR, ICR, OMR and barcode recognition, it also offers image pre- and post-
processing, document layout analysis, PDF conversion, and forms processing (for both fixed
and semi-structured forms) technologies.

ABBYY FineReader Engine 7.1 offers all of the essential data capture and document
conversion tools in a single toolkit. As a result, developers and integrators benefit from
working with a single and efficient environment. Developers no longer need to outsource
different technologies, learn different programming environments or deal with multiple
licensing agreements. In addition, FineReader Engine's modular approach in its run-time
licenses ensures that developers only pay for the technology they use in the end applicaton.

ABBYY FineReader Engine is 2 common platform for ABBYY's recognition technology.
FineReader Engine covers all the core technology functions that are inside of ABBYY's
flagship products including ABBYY FineReader OCR, ABBYY FormReader and ABBYY
FlexiCapture Studio. It also has additional recognition functions specifically designed for
international conversion or capturing projects, such as Fast Mode Recognition, Document
Analysis for Invoices, and CJK OCR (Recognition of Chinese, Japanese, and Korean).

FineReader Engine is flexible enough to support development of an application of any

architecture and scale. Developers can create a client workstation designed from scratch, build a
server-based solution, or integrate FineReader technologies into an existing application.
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The First Omnifont OCR Fraktur: Ancient Text Recognition without Extensive
Training

In January ABBY announced the availability of the first omnifont OCR software for
recognition of “Fraktur” or Black Letter print, ABBYY FineReader XIX. More than two
years in development, ABBYY FineReader XIX is designed to read ancient texts using
“Fraktur” or Black Letter print and those printed between 1600 and 1938. It supports
German, English, French, ltalian and Spanish languages. FineReader XIX reads Fraktur,
Schwabacher and many types of Texture (Gothic) fonts including Roman-type characters no
longer in use such as the elongated “s” used in early English or French texts.

Until now, recognition systems have required many hours or days of training to recognize
key words and symbols. ABBYY designed FineReader XIX to be an omnifont system for
Fraktur and old European language recognition, allowing users to scan and read documents
using Fraktur scripts and convert them into digital text with minimal training and dictionary
work. ABBYY achieved this by developing a special classifier for Fraktur and special
language dictionary models for Fraktur together with ABBYY’s partner ATAPY software.
With the aim of delivering high levels of accuracy, ABBYY FineReader XIX has been
trained using hundreds of sample documents, including 10 dictionaries and more than 105
books published between 1808 and 1930. In addition, 31,000 pages of text from different
sources were used in a test base. Special recognition dictionaries using historical printed
dictionaries representing the orthography of the 19th centuries for German were also
developed.

ABBYY FormReader

FormReader, ABBYY's powerful data capture and forms processing solution, is designed to
extract information from paper forms and transfer captured data to databases or information
management systems.

ABBYY FormReader is an easy-to-use form-processing application designed to extract
information from paper forms and transfer captured data to databases or information
management systems. FormReader is designed to recognize 177 machine-print and 16 handptint
languages, checkmarks and barcodes. It supports XML, multiple file formats and databases as well
as allows customizable data export through Automation. FormReader’s built-in form/template
designers help reduce efforts in form definition dramatically and increase machine readability and
data recognition. A user-friendly interface, including “Scan&Read”, guides users through steps of
form processing - scanning, template matching, recognition, verification and export. ABBYY
FormReader offers organizations a fast-deployment and cost-effective solution without requiring
extensive 1T resources.

ABBYY FlexiCapture Studio Powerful Data Extraction for Semi-Structured Forms and
Documents

ABBYY FlexiCapture Studio, backed by ABBYY’s latest FlexiCapture technology, is an add-
on option for both the ABBYY FormReader line of form processing solutions and the
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ABBYY FineReader line of OCR/ICR/OMR/barcode recognition to process semi-
structured forms and documents. With FlexiCapture Studio and FormReader or FineReader
Engine, users can automatically recognize information from various semi-structured forms
and documents. It allows system developers to integrate this powerful and flexible tool to
build or customize their own automated data-capture applications for processing semi-
structured forms and documents.

Unlike other semi-structured forms processing technologies, FlexiCapture offers a GUI-
based design environment versus a sctipt-based one. This allows users to create a logical
description of any semi-structured form or document, then use that description, or
Flexilayout, with an enabled capture application to simplify and expedite the processing
task. With added support for new layout formats and pre-processing functions, the latest
version of FlexiCapture further increases accuracy in analyzing and reading multiple form
layouts, making it an ideal tool for processing multiple types of semi-structured forms and
documents.
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VERUS
A Middle Eastern Language OCR

Steven G. Schlosser
NovoDynamics, Inc.
123 N. Ashley St. STE 210
Ann Arbor, M1 48104
steve@novodynamics.com

Demonstration Abstract

VERUS is a recently released standalone OCR application for Middle Eastern languages. Four
languages, Arabic, Farsi, Dari and Pashto, are recognized by the system as is embedded English
and French. The software allows the user to scan individual pages or entire documents from
within the application. Degraded pages are automatically cleaned in batch mode without a need
for page-by-page parameter adjustment. Page skew and incorrect orientation (e.g., upside down)
are automatically corrected. The software can automatically determine the language of a page to
circumvent the need for manual pre-sorting. Pages selected for recognition are converted to Uni-
code text and can be saved in RTF format. Input formats include TIF, JPEG and PDF.

VERUS Professional includes an Application Programmer Interface (API) or SDK for users who
wish to integrate the software into a third-party solution. The API allows access to intermediate
results for use in controlling a workflow application. Examples of such uses might be integration
of cleaned images into a workflow application’s interface to improve readability during exploita-
tion, or use of the language identification information to determine proper routing to a linguist.
Many other options are also available to meet alternative application requirements. In addition to
the output formats of VERUS, the Professional edition includes PDF with hidden text as an op-
tion. This enables users to create Middle Eastern language document repositories that can be
searched with keywords and key phrases using Adobe Reader.

The VERUS demonstration covers the following typical sequence of software operations: load-
ing an image or workspace, selecting language options, recognition, viewing and editing of out-
put text, display and editing of text zones, export of text and saving of image and text files, and
searching PDF with hidden text files.

NovoDynamics, Inc. is an Advanced Image Discovery company located in Ann Arbor, Michigan that
specializes in processing, analyzing and retrieving critical information from both pristine and degraded
sources. The company currently sells three products, ArborScript™ CRS, ArborScript™ ES and
VERUS. ArborScript™ CRS is an SDK for Middle Eastern language OCR for Arabic, Farsi, Dari, and
Pashto. ArborScript™ ES is a document exploitation system for Middle Eastern languages that supports
image capture, OCR, full-text indexing, and search and retrieval. VERUS is an advanced Middle Eastern
language OCR with an intuitive graphical user interface. NovoDynamics’ products are differentiated by
their superior accuracy and their ability to successfully process large volumes of “real-world” docu-
ments, such as smudged faxes, poor quality photocopies, and documents with stains. As a result of No-
voDynamics’ accomplishments and technology, In-Q-Tel, a venture capital firm funded by the CIA, has
made a significant investment in the company and has selected NovoDynamics as an In-Q-Tel portfolio
company.
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IDG: A Business Information Extraction, Management, and
Routing Front-End for Content Management Systems

Vikas Krishna, Savitha Srinivasan, Neil Boyette, Isaac Cheng,
Jeffrey Kreulen and Tapas Kanungo
IBM Almaden Research Center
650 Harry Road, San Jose, CA 95120
- {vikas,savitha,isaacc,nboyette kreulen,kanungo}@us.ibm.com

ABSTRACT

Content management systems are becoming the standard tool for
storing, organizing, and managing corporate information. One of
the driving forces behind this is compliance with government
regulation. The other driver is pure economic - it is less expensive
to manage and manipulate information electronically via content
management systems than have it spread over various forms of
information systems.

While content management systems are efficient in managing
information once it is in the system, getting the information into
the content management system is a manual, time-consuming,
error-prone, and expensive process. In this article we describe the
Intelligent Document Gateway (IDG), which is an information
extraction, management and routing front-end for content
management systems. IDG can be tailored to extract information
from various media and formats, including document images.

Keywords
Information extraction, routing, OCR, business transformation,
content management, workflow.

1. INTRODUCTION

Government regulations like HIPAA, Sarbanes-Oxley, Patriot
Act, etc., are requiring companies to migrate their corporate
information into electronic content management systems. A
typical content management (CM) system stores, organizes,
manages, and searches information in various formats like
relational databases, web pages, voice and email messages, FAX
documents, power point and PDF documents, instant messages,
etc. Besides the basic functionalities, CM systems are also
responsible for providing a) records management, which is
responsible for destroying documents as soon as the government-
specified retention period is over, or until a time specified by the
business retention policy, b) encryption and access control, c)
workflow specification, which organizes tasks into a sequential
order, and d) storage and archival.

Today CM systems have become quite crucial for businesses to
function. However, the CM market is quite fragmented with
products like IBM Content Manager, Filenet, Documentun/EMC,
InterWoven, Stellent, Mobius, OpenText, etc., each with its
propriety data representation and information exchange formats.
Open standards like JSR 170, and their subsequent adoption by
the software vendors will eventually make CM systems modular,
interoperable, and standardized.
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The Achilles heel of CM systems, however, is data entry. While
CM systems can handle information that is already in the system,
populating CM systems with various types of data is currently out
of the scope of CM systems, and is done manually. Manual data
entry can be laborious, time consuming, error-prone and
expensive. For example, any logic associated with the inbound
and outbound document flow as well as the indexing is commonly
hard-coded in specific applications. This makes it difficult to
identify and change the document-routing logic as required by
dynamic business scenarios.

In this article we describe the architecture of the Intelligent
Document Gateway (IDG) that works as a front end to the IBM
Content Manager and allows users to ingest new information into
IBM CM by applying user-specified business rules to the
information and then routing the information to the appropriate
repository in IBM CM. Metadata is extracted from the incoming
documents (e.g. form images) or messages using rules that are
authored by the user. The rules are expressed in spreadsheets
enabling business users to author and update rules using a familiar
paradigm. Updated rules are deployed into a rule engine that
handles rule validation and execution. Rule generation is
automated using automatic generation of XPath expressions and
business rules are validated using XML schema validation. This
system is currently deployed in various IBM divisions and
potential applications being considered are: citizenship and
immigration services, import compliance, commercial invoice
management, customs and border protection, etc.

2. RELATED WORK

The notion of routing FAXes has been proposed in the OCR
research literature by many researchers (.e.g. [LO1]) . However,
these systems focus only on the identification of names and
addresses of people, and do not address the extraction of various
other business variables like contract amount, point of contact,
etc. and CM system issues like retention, encryption, etc. In the
commercial world, Kofax distributes Ascent Capture software that
extracts metadata from document images. The output can also
integrated into various CM systems including the IBM CM
system. However, Ascent Capture extracts text only; application
of business logic to the extracted has to be achieved outside the
system. Furthermore, the system is setup to work in a batch mode
and does not have the dynamic/realtime updating and authoring
facilities.

Document management with workflow has been prevalent for
several decades and many document management systems
incorporate this feature. Aalst et al [AVKOl] developed a




workflow language named XRL (eXchangeable Routing
Language) for supporting cross-organizational processes. XRL
also uses XML for the representation of process definitions and
Petri nets for its semantics. Since XRL is instance-based,
workflow definitions can be changed on the fly and sent across
organizational boundaries. However, these features make cross-
organizational workflows susceptible to errors. They also present
XRL/Woflan, a software tool using state-of-the-art Petri-net
analysis techniques for verifying XRL workflows. The tool uses
XSLT (Extensible Style Language Transformations) to translate
XRL specifications to a specific class of Petri nets to determine
whether the workflow is correct.

In the area of Business Rule Processing (BRP), OMG issued a
RFP for Business Semantics of Business Rules [OMG]. The
proposal aims to enable business people to define rules in their
business languages, describe artifacts for their business domains,
and make rule definitions clear, unambiguous and portable to
other representations. Domain knowledge is usually encoded in
rules and an inference engine makes decisions based on these
rules [DHW94]. OPS5 [BFKMS8S5] is one of the earliest expert
system rule languages developed at Carnegie-Mellon University.
It uses a forward chaining inference engine and programs search
working memory to find matching rules to execute. Other well-
known expert systems include Java Expert System Shell (JESS)
[JESS] from Sandia National Labs, and Agent Building and
Learning Environment (ABLE) [BSPMDO02] from IBM. Our work
is based on ABLE as our rule processing engine.

3. IDG SYSTEM ARCHITECTURE

User
Veri?ication

Office

Figure 1. System Architecture

In Figure 1 we have outlined the basic architecture of our system.
The intelligent document gateway (IDG) receives messages from
the Enterprise Service Bus (ESB) via Java Messing Services
(JMS) and extracts business information from the messages.
These information chunks are then either used to either trigger
business rules, or are themselves information chunks that get
moved to certain locations in the content management system.
The user has ability to verify the business logics that are triggered,
and the system also allows the user to author new business rules
or modify existing ones. During the execution of the rules, the
actual input parameters come from each purchase order, which is
an XML document. Rule actions are embedded in XML,
compressed, and sent to an appropriate outbound ESB; they can
vary broadly depending on the customer and location of a
purchase order.
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3.1 Information Routing Architecture

As shown in Figure 2, the architecture provides the Intelligent
Document Gateway with the flexibility to work with any
document routing logic and any inbound document type (e.g.
ASCIl, XML, or form images). Both the business logic and the
structure of inbound documents are externalized by the gateway in
standard formats. The business logic is externalized as a comma-
separated value (CSV) file. This allows business users to easily
author and edit it with a familiar spreadsheet tool.

¥Rt Does XML Docs

Intelligent
Document
Gateway

Rule Engines

Document
Routing Logic

CustomerName

Rule Parameter Inpﬁg V'J_lﬁe
v/
/

CountryCode

Figure 2. Document Routing Architecture

Each rule can have a number of input parameters, whose values
are to be determined at runtime. The link between each parameter
name and the location of its runtime value in each inbound
document is externalized as a XML template file per document
type. This allows the gateway to work with any inbound document
type which in turn can have any internal document structure.

3.2 Document Routing Authoring

Business users can author and edit the routing rules with a
familiar spreadsheet tool, as shown in Figure . In particular,
business users do not need to write any computer programs,
macros, or scripts. The knowledge base format contains just the
essential elements of the business domain. The rule format
supports logical operators (AND, OR, NOT), pattern matching,
and set operations (membership and complement). For instance, a
business user can specify that a country code should not be in the
set {UK, SE}.
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Figure 3. Document Routing Logic Authoring

3.3 Reliable Update with Validation

Any routing rule can be updated while the Intelligent Document
Gateway is in service. The gateway receives updates in a staging
area, where it checks for syntactic and semantic errors. If the new
logic has a problem, the gateway tries to identify the rules that
might have caused the problem. It then notifies the business users
of the problem by email, along with any metadata from the
inbound document to help them understand the problem. The
updates are automatically delivered to the Intelligent Document
Gateway from a secure repository via an encrypted channel with




public-key authentication to protect customers' privacy without
sending the password over the network.

Behind the scenes, the knowledge base is processed by the
scripting engine of ABLE. This allows our architecture to also
externalize the powerful rule-set interface of ABLE for advanced
document engineers. Each rule set can contain any number of rule
blocks where each rule contains a number of input parameters.
Each parameter is bound to a value from an inbound XML
document at runtime based on an XML template which defines
the linkage between each parameter and the location path to an
attribute or an element in an inbound XML document.

3.4 XML Invoice Image Template Authoring
We provide an Eclipse plug-in called the Document Gateway
Architect, for designers to author and edit XML templates for
extracting fields from images of invoice documents as shown in
Figure 4. The template is used to extract fields, which are
processed by ABBYY OCR to extract symbolic text.

Figure 4. XML Invoice Image Template Authoring and OCR

Business processes are organized in Eclipse projects along with
the business rules in them. To edit business rules, a user simply
double-clicks on a rule file to launch Excel within Eclipse. The
Document Gateway Architect validates business processes with
XML Schema definitions. The gateway uses the standard XSLT
engine to process the XML template to provide business rules
with the runtime values of input parameters.

Authoring or editing an XML template does not require any
knowledge of XML or XPath. With the Document Gateway
Architect, a designer imports an inbound document into a
business process. The tool then displays a familiar expandable tree
view for the designer to browse the XML document, as illustrated
in the top half of Figure . When the designer selects the attribute
or element that contains the input value of a business rule, the tool
automatically generates the correct XPath expression.

4. IMAGING CHALLENGES

Currently we are working on many challenges that arise during
information extraction from scanned document images. Some of
these include:

e Information extraction from geometric forms where the
fields of the form are always at the same physical
location in the original form template but are skewed
during the scanning process [KH99, KK02].

¢ Information extraction from boiler plate forms that
have running prose, but certain entities in the document
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are replaced with new strings (e.g. names and project
duration in contractual documents) [KMO3].

e  Extraction of handwritten entries in geometric forms.

e Extraction of information of faxed geometric and boiler-
plate forms that have very low quality due to multiple
re-faxings.

e  Multilingual extraction for international transactions
(e.g. immigration, import and export, customs, etc.) that
require multilingual text recognition.

e  Benchmarking dataset for OCR-based information
extraction.

5. CONCLUSION

We described the architecture of Intelligent Document Gateway
(IDG), which is an information extraction, management and
routing front-end for document management systems. We also
described some of the challenges we are currently facing in
extracting information from various document image sources.
This system is currently deployed in various IBM divisions and
we are currently working on extending it to various applications
in customs, citizenship and immigration, border protection, etc.
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Fast skew and slant correction for Arabic written
word or line

Essam M. Zaki
Sakhr Software USA, Inc.

Mohamed El-Adawi

Helwan University, Faculty of Engineering

Abstract

Word or line processing is important stage in OCR (Optical Character
Recognition.) or ICR (Intelligent Character Recognition.) systems. Here, we propose
two algorithms appropriate for this stage. The first one corrects the skewing of word
(line). The second removes the slant from printed or handwritten word (line). The
skewing detection algorithm collects the first foreground pixel in every image column
then use linear regression to find the best fitting line, the slope of the line is the skew
angle. The slant detection algorithm uses the connected component analysis, the slant
angle is calculated by finding the edged image and removing horizontal lines then
finding the slant histogram for connected components, the maximum peak in slant
histogram will be the slant angle. The algorithms have been tested for printed and
handwritten words (lines) of Arabic and English languages. The algorithms provide
high accuracy and fast results. The overall accuracy of OCR or ICR systems have
been improved after using skew and slant correction.
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Performance Evaluation of Multilingual Document Exploitation Systems

Steven G. Schlosser
NovoDynamics, Inc
123 N. Ashley St. STE 210
Ann Arbor, MI 48104
steve@novodynamics.com

Abstract

This presentation identifies and discusses key forms of performance evaluation called for
by multilingual document exploitation systems. The architecture and capabilities of
ArborScript™ ES are used to highlight typical information requirements of exploitation
system test data. RML, an XML-based recognition markup language used by ArborScript
ES, is offered as an example of how comprehensive groundtruth can be structured. In
addition, common practical issues in formulating groundtruth are described.
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Issues with Automatic OCR Evaluation and Metrics

Kristian J. Concepcion
7525 Colshire Drive — M/S H305
McLean, VA 22102

Abstract

In this presentation, we discuss the issues that arose while semi-automatically creating a
degraded Arabic corpus for OCR testing, and the subsequent weakness of current OCR metrics
to report on the complexity of the documents to be processed. Using a hybrid of manual and
automatic techniques, we were able to create clean and degraded versions of our test corpus, with
many controlled variables (dpi, font, point size, font face). Character accuracy and word
accuracy were then calculated against the ground truth. However, while character accuracy and
word accuracy are useful measures of the performance of an OCR engine, they are neither
descriptive of how the OCR engine handles document features such as images, watermarks, or
logos, nor do they differentiate between the cause of extraneous characters that appear in the
output. While these shortcomings are partly due to a lack of ground truth standards for how to
ground truth a complex document, they also occur because these accuracies cannot encapsulate
the numerous issues that arise from processing real-world documents.
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Evaluation Issues in ImageRefiner

Kristen Summers  Eugene Borovikov
CACI
{ksummers,eborovikov }@caci.com

Abstract

ImageRefiner is an application that uses machine learning to select enhancement methods to
apply to document images, for the purpose of improving OCR accuracy. In addition to requiring
OCR evaluation for both the training phase and testing the system, it raises additional evaluation
issues. These include: appropriate evaluation of selected enhancement methods for particular
document images; evaluation of segmentation of images into regions for separate enhancement;
and evaluation of the generality of the system, including both the effects of a training set that
imperfectly represents the application data, as is often unavoidable in operational environments,
and the effects of heterogeneity within that training set.
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The Sporadic Nature of OCR Evaluations

Tapas Kanungo

IBM Almaden Research Center
650 Harry Road, San Jose, CA 95120
kanungo@us.ibm.com

ABSTRACT

The Optical Character Recognition (OCR) community has had a long history: the OCR problem is one
of the oldest pattern recognition problems that researchers have worked on, and commercial OCR
products have been around for decades. However, a long history does not imply maturity. The maturity
of a field is typically reflected in, amongst other things, the existence of a regular objective evaluation of
the state of the art. For example, 1) the processor design community has been running the SPEC
benchmarks for decades; ii) the database community has been evaluating database performance using
various TPC benchmarks; iii) the information retrieval community has been running the TREC
evaluations for a very long time, and iv) the speech community has its regular evaluations. However, in
the case of OCR, we can not claim that we have had continued evaluations over decades. The UNLV
evaluations of OCR systems were held for five years. Arabic and multilingual system evaluations were
held at University of Maryland for two years. There was an OCR track at TREC one year, and more
recently, the VACE program had video OCR evaluations. On the positive side, the community has
produced various resources over the years: 1) the UNLV evaluation datasets and tools, ii) the UW dataset
and tools, iii) the UMD groundtruthing tool PSET, the logo dataset, and the Viper tool. At this
evaluation workshop, we should i) identify how we can establish a long running evaluation program, ii)
agree on what kinds of OCR problems and evaluations are necessary for the government, academia and
industry, and ii1) identify what organization is best positioned to run the evaluations on a yearly basis.
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Ground Truth Representation used in Testing and
Optimization of the Optical Word Recognition System

Mike Ladwig
Northrop Grumman Corporation

Abstract

This paper describes the ground truth representation and associated software tools used in
testing and optimizing the Optical Word Recognition system. Optical Word Recognition
(OWR) technology addresses key elements in the process of analyzing scanned document
page images using an optical correlation approach. OWR applications have focused on
document triage - the rapid identification of high value documents based on content such
as signatures, graphical logos, and keywords. In these applications, OWR is used to
identify high-value items rather than perform general content conversion. Because of this
difference, OWR testing and optimization uses a ground truth representation oriented
towards the representation of metadata about the page as whole and interesting objects
found on it. This representation is used throughout the suite of software used to test and
optimize OWR.
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Metrics for Word Spotting
Sargur Srihari

CEDAR, University of Buffalo

ABSTRACT

Central to searching a document repository is a method for finding a query word in each
of the documents. In the case of scanned handwritten documents there is uncertainty in
being able to find words since their shapes can vary greatly. Thus there is a level of
uncertainty in word spotting-- unlike in the case of electronic text where words can be
found with high accuracy by using string matching algorithms. In this paper we propose
measures for the evaluation of a word spotting system for handwritten documents. It
consists of measures for line segmentation, word segmentation and word matching. The
use of these measures in evaluating the performance of the CEDARABIC system in
spotting Arabic words is illustrated.
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Evaluating with Informational Confidence

Stefan Jaeger
David Doermann

Institute for Advanced Computer Studies
University of Maryland,

College Park, MD 20742, USA
jacger@umiacs.umd.edu

Abstract

A fair comparison is the key to a meaningful evaluation of different approaches to the same
problem. In order to ensure a fair evaluation, however, it is not sufficient to concentrate solely on
the recognition rates alone. We need to take into account the confidence values, which indicate
how confident a classifier is in its output results. Confidence values usually play an important
role in post-processing and are essential to finding rejection thresholds or ranking documents
according to a given objective function. For instance, a classifier that assigns the correct label to
a test pattern with high confidence should be identified as being superior to another classifier
giving the same correct label but with lower confidence.

We are promoting an information-theoretical technique to meet these requirements. In particular,
we assume that each confidence value conveys information that is directly related to the
performance of its classifier in the application domain. In an evaluation step, we can normalize
each confidence value so that it equals its informational content. These newly computed
confidence values, called informational confidence values, will then replace the old, raw
confidence values. The normalization technique makes comparison of confidence values
straightforward and even allows combination of multiple approaches into a single integrated
system. Informational confidence values have already shown their effectiveness in several
pattern recognition problems, such as character recognition or script identification.
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